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Abstract
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Introduction

Precision agriculture (PA) is an important technological development in contemporary agriculture for managing the spatial variability that naturally occurs in crop production (Schueller et al., 2002). The National Research Council (1997) refers to PA as a management strategy that uses information technologies to bring data from multiple sources to bear on decisions associated with crop production. The key idea behind PA is to measure and manage in-field variability to optimize the crop production system. Li et al. (1998) categorized variability into six categories – yield variability, field variability, soil variability, crop variability, variability in anomalous factors, and management variability.

Past research has developed models to predict the effect of different variables on crop yield. However, most crop models account for a small number of factors that may limit yields in the field (Gary et al., 1998; Irmak et al., 2001; Schueller et al., 2002). Pierce and Nowak (1999) point out that currently no complete precision agriculture system exists; rather various components of traditional crop management systems have been addressed separately regarding their potential for site-specific management. To face the challenge of diversity, modelers will certainly have to adopt more generic approaches (Gary et al., 1998). Part of the reason that researchers were bound to include only a small set of variables in their model was that the characterization of field-level variability had been generally inaccessible or prohibitively expensive to acquire. Advances in electronics, communications, and software over the past several decades have removed those earlier impediments. Inexpensive sensors and microprocessors coupled with integrating software now enable agricultural producers to collect vast amounts of geo-referenced data (Schmoldt, 2001).

Different sensors have been developed to measure field scale variability in several crop production parameters. Yield sensors for major crops are approaching maturity and are commercially available (Zhang et al., 2002). Sensors have been developed for measuring soil properties such as soil organic matter and moisture content (Hummel et al., 2001), electrical conductivity (Lund et al., 2000) and nutrients (Birrell and Hummel, 2000). Sensors have also been developed to measure plant parameters such as corn population (Birrell and Sudduth, 1995), N-status (Goel et al., 2003) and leaf area index (Johnson et al., 2003). While not applied to field scale deployment, image-based crop growth measurement has been shown to be effective in measuring and modeling crop plant growth in laboratory or greenhouse applications (Morden et al., 1997; Tarbell et al., 1991; Tarbell and Reid, 1991; Van Henten and Bontsema, 1995). Machine vision based algorithms have been developed to estimate several plant growth parameters such as plant shape and size, plant spacing, plant height and leaf color (El-Faki et al., 2000; Nishiwaki et al., 2001; Shrestha and Steward, 2003; Tang et al., 2000).

Bottlenecks in successful application of PA include a lack of (1) developed sensing technologies needed to adequately characterize field-scale spatial variability, (2) a flexible data acquisition and processing system that can be deployed in a field to gather and process data, and (3) agronomic knowledge relating crop inputs and plant response to those inputs. This work focuses on the second of these bottlenecks.

Considering these facts, it is important to develop a system which can acquire and combine different types of geo-referenced data simultaneously and process these data to extract plant growth and soil parameters. An ideal system would receive data from different information channels, then process the information as it arrives, and extract the parameters of interest. The system should also be able to accommodate future developments with minimal effort and be reusable when new algorithms are added to the software.

Developing a software system architecture prior to its construction or renovation is as essential as having a blueprint for a large building. There are many advantages to developing system
architecture. First, it breaks down the entire task into individual standalone modules so that an
individual or small group of individuals can work on a component. Second, it offers ease in
management of individual components. Third, architecture facilitates reuse, modification and
improvement of the software. Fourth, the architecture helps isolate errors and allows individual
module testing. Fifth, it improves readability and brings clarity.

A growing body of literature illustrates the utility of object-oriented architectures in agricultural
applications. Object-oriented architectures are being investigated in the area of crop growth
modeling (Beck et al., 2003; Pan et al., 2000). The development of agricultural autonomous
vehicles is being facilitated through the use of object-oriented architectures which is helping to
maximize the development of dispersed research groups (Blackmore et al., 2002; Sorensen et
al., 2002; Torrie et al., 2002; Will et al., 2002). These architectures enable reuse of software
components and facilitate communication between collaborating research groups. In addition,
object-oriented design enables design abstraction and systematic thinking about highly complex
systems.

The objective of this research was to develop a software architecture for a data acquisition and
processing system which can receive data from many sources, process these data, and output
desired parameter estimates. Based on this architecture, an early stage corn population
estimation (ESCOPE) system was developed. ESCOPE grabs pre-recorded digital video from a
vehicle-mounted camera that was passed over corn rows and acquires GPS strings which were
modulated and recorded on the audio channel. Using ESCOPE as a case study, we will show
how this architecture has the following characteristics:

1. Expansibility of data acquisition from different input data channels through the use of
   standard hardware interfaces.
2. Reusability of the developed algorithm.
3. Extensibility through ease in incorporating new data processing algorithms.

This architecture would be particularly beneficial for several different groups of people. The first
group of the people is researchers trying to extract a crop growth parameter from video such as
crop greenness, spectral reflectance, plant spacing, plant height, or top projected canopy area.
The benefit for this group of people comes from reducing the distractions typically encountered
when introducing new information streams or processing algorithms into a system. The
architecture helps to develop such a system with minimal overload as it is designed to use a
standard hardware interface which greatly reduces the unnecessary distractions from a
research point of view. Another group is crop modelers who need different field level variability
data to calibrate models, develop input prescriptions, and assess economic and environmental
risks. As PA is further developed, crop consultants and agricultural producers will benefit from
such a system as a component within a larger decision support system.

System Architecture

An object-oriented programming (OOP) approach was followed because of its many advantages
over structural programming. In general, OOP uses software objects that resemble real world
objects which are easier to understand and conceptualize. OOP also enables the reuse of an
object and easy modification through class inheritance and is less prone to error because of its
capability of data encapsulation. Object-oriented systems can be effectively described using
Unified Modeling Language (UML). UML is a language for specifying, visualizing, constructing,
and documenting the artifacts of software systems, as well as for business modeling and other
non-software systems (Object Management Group, 2003). UML is widely accepted by the
software engineering community for constructing and analyzing the early stages of system
development (Aleman and Alvarez, 2000). The architecture is described in three different steps as system activities, use case scenario, and class diagram.

**System Activities**

The chronological activity of the entire system is shown in a flow chart-like diagram called the context diagram. For a field data acquisition, processing and information extraction system, the system must first read the field data recorded in the form of magnetic tape or other digital formats (fig. 1). In order for the system to be flexible, it should be able to accept different types of data from different ports. The data could be one-dimensional numeric data like soil temperature or two-dimensional data like an image, or it could be a string of characters like the NMEA string associated with the GPS signal. For all three different scenarios, the system being developed should accept, parse, and correlate data from different channels.

Once the data are read from the port, it is temporarily stored in computer RAM. Processing of stored data can be done in two different modes, batch mode and continuous mode. In the batch mode, a chunk of data is stored in memory and then processed. The external devices have to be paused during data processing. Only after completion of processing, the computer RAM is freed and another chunk of data is logged. This architecture is simple in that processing of one chunk of data is completed before another process starts, and sequence of processing is well defined. If processing time is longer than capturing time, then the user must do batch processing of data. In the continuous mode, the processing and capturing of data occurs in parallel. The data is read to fill a portion of computer memory, and the system starts processing that data; while processing, the computer reads in more data into another part of the memory. As soon as data processing for the first part of memory is finished, it starts processing the next chunk of data. This mode is suitable for real time processing and is feasible only when the processing time is less than or equal to the data capture time.

![Figure 1. Context diagram for field data acquisition, processing and information extraction system. The software architecture developed acquires recorded data, analyzes, produces site-specific information, and stores into hard drive (Non-grayed boxes).](image-url)

In either case, once the analysis of the captured data is completed, the system extracts the site-specific information and then passes it to the storage system; usually a hard drive (fig. 1). The extracted information may be used in a crop model to establish the relationship between yields
and a set of indicator variables. This relationship may be used by farmers to optimize crop production in the field. The development of a reliable crop model may require several years of data; crop management, however, may also use single year data combined with prior experiences for management decisions. The information may also be used to produce a GIS database, which can be used by farm management for field variability mapping.

**Use-case scenario**

A use-case model attempts to graphically depict the system users – called actors – and actions – called use-cases. The main actors of the system are digital data, video and GPS signals, researchers and management. In a typical field application scenario, the system reads different data (fig. 2); researchers and farm managers then decide on what kind of information is extracted after processing. The choices of type of information to extract depend on the type of field data and the capability of the software. Researchers may also add new processing modules into the system to extract more information. The management can make a future field-management decision based on the extracted information.

![Use-case diagram](image)

**Figure 2. Use-case diagram.** The field data analysis system interacts primarily with these actors: digital data, Video, GPS, researcher and management.

**Class Diagram**

Class diagrams are used to show the relationship among systems objects. A group of activities pertaining to some specific task was identified from a use-case scenario and developed as a separate class. In order to synchronize and to instruct each of these classes to perform in harmony, a Supervisor class was designed. When the program was initiated, the Supervisor class was created, and this class, in turn, initialized all other classes as needed (fig. 3). The components of the system architecture are described in the following sections.

**Grabber Class**

Standardization of hardware and software communication protocols has made program code reusable. One piece of software can use the service provided by some other software without having to understand the details of that software. The Component Object Model (COM) technology developed by Microsoft® (Redmond, WA) is a software model which provides a standard protocol for object intercommunication and reusability (Root and Boer, 1999). It is much easier and safer to use standard components than writing a new program to do the same.
task. The DVCapture class takes advantage of freely available DirectShow™ technology which is a COM object for FireWire communication.

COM is a platform-independent object-oriented system for creating software components that can interact. COM objects can be created with a variety of programming languages. Each COM object is an instance of a particular class, and each supports one or more interfaces. Each interface provides a set of functionality that the COM object provides. An interface specifies the interface’s member functions, calling methods, their return types, the number and types of their parameters, and what they must do (MSDN Documentation, 2003c).

DirectX® (Microsoft Corp., Redmond, WA) consists of a group of COM objects, which provides a standard development platform for Windows-based PCs by enabling software developers to access specialized hardware features without having to write hardware-specific code. This enables developers to spend more time on working on the features of the application, and less time worrying about the different hardware configurations. The hardware capabilities of each device can be queried at the application run time, giving the application the ability to adjust itself to specific hardware implementations.

DirectShow is one of the member components of DirectX. DirectShow technology can be used to control video cameras for playback and image acquisition. DirectShow automatically detects and uses video and audio acceleration hardware when available, but also supports systems
without acceleration hardware. DirectShow simplifies media playback, format conversion, and capture tasks.

DirectShow divides the processing of multimedia tasks such as video playback into a set of steps known as filters. Filters can be used in sequence to perform a specific task. A filter graph is developed to capture video and to split it into the individual frames (MSDN Documentation, 2003b).

The Grabber class is derived from the DirectX base class, CUnknown, and the ISampleGrabberCB interface. This class was designed for communicating with a digital camcorder through FireWire. Since this class is derived from CUnknown, it is a COM object by itself. This strategy allows some call back methods of ISampleGrabberCB to be overwritten for user-defined memory management. It also allows the absolute track number of the video frame being acquired to be assigned so frame drops can be detected during image acquisition.

DVCapture Class

To call the camera controlling function, it is necessary that the COM object first be created. The DVCapture class creates the Grabber COM object. A filter graph is created in this class to capture video frames. It is helpful to think of a filter graph as a specialized class for video parsing. Once the filter was built, different functions were written so that more intuitive camera commands like StartCapture and StopCapture could be used to control the camera from the Supervisor class. Some of the important tasks this class performs are 1) finding video input devices, 2) watching for events such as end of tape or stop camera, 3) getting video streams and splitting them into frames, 4) playing, pausing, and stopping the camera, and seeking to a location.

DV Iterator Class

The DVIterator class serves as a container class for captured image frames. On initialization, the Grabber class creates this class and passes a pointer to this class to the DVCapture class. In turn, the DVCapture class passes back the pointer to the Supervisor class, so that the Supervisor class can pass it to any class that requests the image storage location. This class keeps track of the image frames in computer RAM, so that the frames can be retrieved in sequence for processing. In addition, once the processing is completed, memory can be freed for storing new data. Some of the tasks done by this class are 1) moving to the first or last image frame, 2) reading the frame from a specified location, and 3) replacing a frame at a specified location.

PortUtility class

The PortUtility class initializes serial port settings. In this architecture, the software is expected to read the digital data like GPS and other measurements through serial ports. This class relieves programmers from writing their own serial port setting class repeatedly for each channel.

GPSCapture class

The GPSCapture class uses the PortUtility class to capture the digital data from the serial port. The GPSCapture class then initializes the GPSIterator class to store the data. This class also provides the functionalities to parse NMEA strings.
GPSIterator Class

The GPSIterator class serves as a container to store GPS data. This class is created by the GPSCapture Class, which holds a pointer to this class and passes this pointer back to the Supervisor class so that the Supervisor class can pass it to the classes that act on GPS data. The GPSIterator class provides functionalities to step through the acquired GPS data in RAM. The function of this class is similar to the DVIterator class except that the class handles GPS data rather than video data.

Supervisor Class

The Supervisor class is the main controller of all classes. It initiates, controls and releases all other classes as needed. This class holds a pointer to each of the classes it creates and keeps track of all the events of the application. The Supervisor class was derived from the Microsoft Foundation Class (MFC) CDocument class (MSDN Documentation, 2003a). This inherits many functionalities of the CDocument class to manage the application data and share the data with the View class.

All of the Windows messages are handled through the Supervisor class. The Windows messages are routed to one of the relevant class functions and then depending on that message type and class’s response, the Supervisor takes the next action. When the user runs the software to acquire data from selected sources, the Supervisor class creates relevant capture classes which checks the hardware for its readiness. If the hardware is not ready, the Supervisor class displays a warning message. The user can turn on or off any of the data input channels. The Supervisor class communicates with other classes through messaging system. The action taken by Supervisor class strictly depends on the type of message it receives. For instance, while receiving the images from a camcorder, the DVCapture class may send the end of tape message to the Supervisor class. Then the Supervisor class calls the function pertaining to that specific message. Each step from reading the data to final output of information is coordinated by this class. The message handling functions are made virtual so that if a new class is added in the architecture which needs a different message handling method, a new Supervisor class can be derived from the old Supervisor class to overwrite the message handling functions.

Depending on the data channels selected, the Supervisor class allows the user to choose from the list of information that the software can extract. The processing time will vary depending on the selected type and amount of information to extract.

When a new data processing algorithm is developed to be added into the software, the following steps needed to be performed:

1. Decide on data channels needed and list those channels in the Supervisor class.
2. Set the message type and handling function in the Supervisor class for the new information extracted.
3. Add an entry in the output database structure for newly extracted information.

With these three steps, future researchers can add any number of data processing algorithms. Some of the important tasks the Supervisor class performs through different classes (fig. 3) are: 1) initialization of different data acquisition classes, 2) setup of the database structure, 3) message handling, and 4) extracted information output.
Case Study

Based on the architecture described above, software was developed to measure corn plant population and spacing with machine vision. Software development was done using Visual C++ (Microsoft, Redmond, WA) to perform batch processing of video.

ESCOPE performance

Video acquisition

Video was recorded in the field and then brought to the laboratory for analysis. Video data was transferred to the computer through an IEEE 1394 (fire wire) connection, whereas GPS was transferred using serial port. For spatial correlation, GPS data were saved along with video frame data. A commercially available VMS 200 unit (Red Hen systems Inc, Fort Collins, CO) was used to modulate the GPS signal and record it in the audio track of videotape. The VMS 200 unit was also used to demodulate and combine the video time code from the camcorder’s LANC® serial output with the GPS signal.

Image processing

Image processing was accomplished in the ImageAnalyzer class. This class operated on the video frames stored in RAM. The Supervisor class provided a pointer to the DVIterator Class and the GPSIterator class to the ImageAnalyzer class. This class was designed to run on its own thread so that during real time analysis, the processing and capturing could be done in parallel.

The ImageAnalyzer class extracted the memory location of each video frame from the DVIterator class and mosaicked them to discard the overlapped amount of image from an image frame sequence. After sequencing the images, two features were extracted from each image: the total number of plant pixels, and their median position. Adjacent rows of the same class were grouped together and iteratively refined for final plant counting. The details of the ImageAnalyzer class are out of the scope of this discussion and are application dependent. However, the reusability of the class comes from the fact that the communication between the ImageAnalyzer class and the Supervisor class remains the same. ImageAnalyzer class not only detects the plants, but it also detects the field markers, and reports the detected plant center and marker center locations in terms of pixel count from the beginning of the image chunk to the Supervisor class.

To synchronize video images with GPS data, the video time code was used. The video time code was associated with each frame and also with the GPS signal. This provided a basis for geo-referencing each plant detected through image processing. However, the GPS signal update rate was much lower than the frame rate; hence the GPS locations for intermediate frames were linearly interpolated. Once the Supervisor class receives updates from the ImageAnalyzer class, it interpolates the location of each plant for its GPS location and writes to the output database table.

Information display and output

A plant-centric database format was used to output the information. In the plant-centric database, other data such as GPS location are interpolated for each detected plant. A plant-centric database is more suitable where information about individual plants is more important than statistics over a region like in the study of plant spacing and canopy area measurement.
Figure 4. Interface of the program developed to estimate the plant location and spacing measurement. The program was named ESCOPE for early stage corn population estimation.

In order to display the extracted information, a View class was written. Once a chunk of an image is processed, depending on user preference, the Supervisor class sends a message to the View class to update itself and provides a pointer to the memory location of the database. Then the Supervisor class gets the data and plots the information on the computer screen. The View class produces three different windows panes to display different information. The first pane displays the chain of overlapped images (fig. 4). This window permits visual evaluation of image correspondence and plant detection performance. A red square is displayed over each detected plant location.

In the second window pane, plant population is displayed in the form of a bar graph. Maximum and minimum and current plant density measured in the field is also displayed (fig. 4). The third pane displays processing and other information in text format which is used during development. Finally, the program outputs a file structure with information for every plant detected (fig. 5). The first column in the database is the plant number. The second and third column show the plant location in terms of number of pixels from the beginning of a video chunk. The fourth column shows plot number. The fifth column shows the video time code when that particular plant was found. The last two columns are interpolated latitude and longitude of a plant.

**Discussion**

The object-oriented architecture provided a framework for developing video acquisition and image processing software. Direct Show® was successfully implemented for camera control and video acquisition. Use of the architecture led to more intelligent software development and efficient data flow and processing.

On average, for 60 seconds of video, ESCOPE took 43 seconds for image correspondence, and 5 seconds for feature extraction and plant counting on a computer with a 1.7 GHz Pentium-IV processor. A majority (91%) of the processing time was spent on image correspondence.

In order to demonstrate reusability of components, after coding the program for acquiring video signal from the camera, a feature was added to acquire images from the series of images stored in hard drive. A separate class called FileCapture was developed to read serial images and incorporated into the program. Only the Supervisor class needed to be modified to incorporate
the FileCapture class. The FileCapture class also used DirectShow® and has similar functionality as DVCapture except for camera control.

<table>
<thead>
<tr>
<th>Plant#</th>
<th>x</th>
<th>y</th>
<th>Plot#</th>
<th>Timecode</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>126</td>
<td>602</td>
<td>1</td>
<td>00:09:26:14</td>
<td>42.01752513</td>
<td>-93.75642324</td>
</tr>
<tr>
<td>2</td>
<td>233</td>
<td>821</td>
<td>1</td>
<td>00:09:26:20</td>
<td>42.01752513</td>
<td>-93.75642323</td>
</tr>
<tr>
<td>3</td>
<td>254</td>
<td>1085</td>
<td>1</td>
<td>00:09:26:26</td>
<td>42.01752513</td>
<td>-93.75643022</td>
</tr>
<tr>
<td>4</td>
<td>306</td>
<td>1400</td>
<td>1</td>
<td>00:09:27:06</td>
<td>42.01752513</td>
<td>-93.75643354</td>
</tr>
<tr>
<td>5</td>
<td>259</td>
<td>1635</td>
<td>1</td>
<td>00:09:27:12</td>
<td>42.01752512</td>
<td>-93.75643553</td>
</tr>
<tr>
<td>6</td>
<td>581</td>
<td>2011</td>
<td>1</td>
<td>00:09:27:22</td>
<td>42.01752512</td>
<td>-93.75643885</td>
</tr>
</tbody>
</table>

Figure 5. Plant output of ESCOPE. First column shows plant detected. x and y shows plant position from the top of the row in pixels. Time code is the video time when plants were found. Latitude and Longitude are estimated GPS location of the plant.

To test the extensibility of the program, a class was derived from the ImageAnalyzer class with the functionality needed to calculate the top projected canopy area (TPCA) of each plant. The changes needed to accommodate this new feature were in the database structure in the Supervisor class and output format. The new class estimated the plant location in inches instead of the original pixel measurements. When the video frames were read from the hard drive using the FileCapture class and processed with the new ImageAnalyzer class, the output table contained different information than the original table (fig. 6).

<table>
<thead>
<tr>
<th>Plant#</th>
<th>x(in)</th>
<th>y(in)</th>
<th>Plot#</th>
<th>Area(sq.in)</th>
<th>Image#</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.0</td>
<td>0.7</td>
<td>1</td>
<td>4.3</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>4.6</td>
<td>8.4</td>
<td>1</td>
<td>3.9</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>4.7</td>
<td>15.5</td>
<td>1</td>
<td>3.0</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>5.9</td>
<td>23.3</td>
<td>1</td>
<td>2.7</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>4.8</td>
<td>32.6</td>
<td>1</td>
<td>2.9</td>
<td>27</td>
</tr>
</tbody>
</table>

Figure 6. Output from modified ESCOPE. A FileCapture class read the images sequence from hard drive without GPS and new ImageAnalyzer calculated top projected canopy area of each plant.

Conclusion

An object-oriented architecture was developed and used successfully for a field data acquisition, processing and information extraction system. DirectX was used to control the camera, acquire video images and split the video images into individual images. The use of DirectX technology reduced the burden of taking care of every detail for hardware control and allowed the researchers to focus more on image processing and analysis. The architecture was reusable and extensible since none of the classes except for the Supervisor class needed to be modified to when incorporating a new image processing class.
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