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Abstract
In order to improve NDE reliability, it is important to recover as much as possible of the useful information in NDE waveforms. An on-line minicomputer is ideally suited to both the collection of data and the performance of sophisticated signal processing tasks. Using a variety of signal processing techniques, including windowing, self-normalization (of transducer properties and far-field diffraction effects), transformations (Fourier magnitude and phase transforms, autocorrelations, cepstra), feature extraction and pattern recognition, it has been possible to obtain information about very small defects, strength of adhesive bonds and acoustic emissions which are not available by conventional means. Examples of these various capabilities are given.
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In order to improve NDE reliability, it is important to recover as much as possible of the useful information in NDE waveforms. An on-line minicomputer is ideally suited to both the collection of data and the performance of sophisticated signal processing tasks. Using a variety of signal processing techniques, including windowing, self-normalization (of transducer properties and far-field diffraction effects), transformations (Fourier magnitude and phase transforms, autocorrelations, cepstra), feature extraction and pattern recognition, it has been possible to obtain information about very small defects, strength of adhesive bonds and acoustic emissions which are not available by conventional means. Examples of these various capabilities are given.

In the past, the ultrasonic signals from non-destructive testing apparatus have been processed in only one simple way: the waveforms are rectified and converted into a "video" signal and displayed on an oscilloscope. A peak in this video signal is taken to be an indication of a defect at the location corresponding to the arrival time of the signal, and the amplitude of the peak is taken as a measure of the defect's size.

This method ignores a great deal of the information present in the ultrasonic signals: no use is made of variations in the frequency content of the signals, phase relationships between parts of the signal are ignored, and long duration signals, such as an echo train from a layered structure, are not treated as one signal.

In order to use more of the information present, first, ultrasonic RF waveforms have to be captured; second, preprocessing operations which enhance the usable information have to be performed, and third, features of the signals which best predict defect type and size have to be determined.

Figure 1 shows a laboratory minicomputer-based signal processing facility. The entire RF waveform is recorded digitally, and the computer performs a wide variety of signal processing operations using Rockwell's interpretive signal processor language.

Figures 2 and 3 show how the properties of the particular ultrasonic transducer and associated electronics used can be removed from the signal in order to allow direct comparisons between experiments, standards and theoretical predictions. In particular, Fig. 3 shows that some signals contain the information needed to "self-normalize" themselves.

Figure 4 shows that the use of a simple gate to pick out a part of a signal can be improved upon by using instead a window of carefully selected shape.

Figure 5 shows that the size of defects no larger than one wavelength of sound can be accurately determined by looking at appropriate properties of the signals.

Figure 6 shows the results of automatic pattern recognition experiments in which the computer learned what features of acoustic emission signals are indicative of what is going on within a part.

Finally, Fig. 7 lists the areas in which the computer system has made contributions to non-destructive evaluation research.

By using more of the information present in ultrasonic signals, it is now possible to answer questions about defects that it was not possible to answer before.
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Figure 1. Laboratory minicomputer-based signal processing facility.

When making broadband spectral measurements, there are 2 distinct frequency-dependent effects associated with the transducer.

1. Resonant electromechanical response of transducer and pulser: Not much energy at very low or high frequencies.

2. Diffraction due to finite size of transducer: Low frequencies are in far field, high frequencies are in near field.

Using a reference waveform (e.g., from a reference block or back surface), one can normalize out the transducer response and the far field diffraction. The raw (unnormalized) spectrum is thereby converted to a normalized spectrum with flat frequency response wherever sufficient sound energy is present.

Figure 2. Removing transducer effects I.
In some cases each ultrasonic waveform can normalize (i.e., correct) itself. This removes not only transducer and pulser properties at that moment, but also part irregularities such as warpage or misalignment at that position on the part.

In pulse-echo testing of adhesively bonded aluminum structures, the front surface echo is used to normalize (correct) the entire waveform.

Raw uncorrected frequency spectra are very different for different transducers. After self-normalization, spectra are identical from 1 to 18 MHz.

![Figure 3. Removing transducer effects II. Self-normalization.](image)

If a direct signal is accompanied by coherent grain boundary scattering, the latter will distort the frequency spectrum when a suitably shaped window is multiplied by the waveform before frequency analysis, the grain noise is reduced without introducing ringing into the spectrum.

![Figure 4. Windowing to recover defects from grain noise.](image)
SEVERAL TECHNIQUES HAVE BEEN DEVELOPED FOR ESTIMATING THE SIZE OF SMALL DEFECTS.

FOR VOID DEFECTS WHICH ARE ROUGHLY SPHERICAL, CHANGING SIZE MERELY STRETCHES FREQUENCY SCALE. THUS ANY FEATURE OF FREQUENCY SPECTRUM, SUCH AS PEAK POSITION, GIVES AN ESTIMATE OF DIAMETER.

MORE GENERALLY, SLOPE OF PHASE PART OF FREQUENCY SPECTRUM TELLS ABOUT SIZE AS FOLLOWS:

SLOPE OF PHASE GIVES ARRIVAL TIME OF PULSE AT HIGH FREQUENCY, SLOPE GIVES ARRIVAL TIME FROM FRONT OF DEFECT AT LOW FREQUENCIES, SLOPE GIVES ARRIVAL TIME FROM CENTER OF DEFECT.

THE DIFFERENCE GIVES A MATERIAL INDEPENDENT MEASURE OF SIZE FOR INCLUSIONS.

Figure 5. Size of small defects.

Figure 6. Results of automatic pattern recognition experiments.
THE MINICOMPUTER SIGNAL PROCESSING SYSTEM HAS BEEN APPLIED IN THE FOLLOWING AREAS:

- Analyze broadband data from small voids and inclusions in titanium
- Calculate theoretical solutions for scattering from small defects
- Estimate size and impedance of small scatterers
- Analyze broadband data from adhesively bonded aluminum parts
- Calculate theoretical pulse echo data for adhesively bonded parts
- Determine strength related features of adhesive bond signals
- Collect amplitude-time data for every acoustic emission in a test
- Collect waveforms and spectra for most acoustic emissions in a test
- Automatically identify various types of acoustic emission spectra
- Measure velocity, thickness and attenuation of composites
- Analyze clean surfaces by ellipsometry, surface potential difference and photoelectron emission
- Measure bonding of very inhomogeneous space shuttle insulation tiles
- Display Chladni figures of honeycomb sandwich panels
- Signal average non-contact electromagnetic transducer waveforms