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In recent years the sample surveys have become a valuable research tool. However, the general accuracy of the method has been low. The use of sample surveys in research can be achieved by the examination of a small population. In many cases the desired accuracy information concerning the effects of a treatment can be obtained by the examination of a small population. When properly conducted, it enhances the research worker's ability to

I. INTRODUCTION

V. General
hitherto unavailable, for assessing the accuracy of the results. With strict random selection of the sample, a quantitative measure of uncertainty can be attached to a statement of the error (due to sampling) in the estimate of a population parameter. The validity of the estimate is therefore considerably enhanced. It is this property which is responsible for almost complete confinement of contemporary research in the theory of sample surveys to selection procedures involving some element of randomness.

Research in the theory of sample surveys may be divided into three broad categories, namely (i) design, (ii) field procedures and (iii) estimation. Sample design involves the specification of the sampling unit, the classification of the sampling units into groups and subgroups, and the method of selecting units or groups of units for the sample. A large variety of designs has been developed with the express purpose of making the most effective use of the resources available in particular circumstances. The major advances in design include stratified, cluster, multi-stage, multi-phase, and systematic sampling schemes. Often, the design chosen for a particular survey will combine several of these schemes. The selection procedure may use either equal or unequal probabilities or both, as is often done in multi-stage designs. The sample is called either a random sample or a probability sample depending on whether the method of selection involves equal or unequal probabilities. This distinction is superfluous, all samples using random methods of selection being probability samples. In connection with sample design,
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i.e. the sampling system. The components of any sampling plan will generally change with a change in the method of estimation, if maximum sampling efficiency within the administrative restrictions is the goal.

Research into methods of estimation for sample surveys has not been as extensive as in the design and field procedure categories. In a sense, the survey statisticians have found the theory of statistical estimation as developed by the theoretical statisticians to be quite adequate. Almost no research beyond the examination and extension of the existing results for sampling finite populations without replacement has been necessary.

There are two broad classes of estimators in general use in sample surveys. For a specified design, the choice of estimator for a population characteristic usually is made between an unbiased linear estimator and an estimator making use of information available on a supplementary variable. The latter estimator may or may not be unbiased. The early stigma against statistically biased estimators has been lifted somewhat, since it is quite possible for such estimators to be more efficient, despite their bias, than the available unbiased estimators.

A portion of the research into estimation procedures, with particular emphasis on their application in sample surveys, has been devoted to methods involving collateral variables. This study is confined almost entirely to one of these methods, the so-called ratio method of estimation. Before proceeding further a general discussion of the
problem of estimation in sample surveys is considered appropriate and follows.

B. The Estimation Problem in Sample Surveys

The statistical theory of estimation provides several routine techniques for determining estimators of population parameters. These include the methods of moments, least squares and maximum likelihood. The latter method has several particularly desirable properties including consistency and asymptotic efficiency and hence is quite popular. However, it also requires a knowledge of the functional form of the frequency distribution sampled.

The tendency in the utilization of the available theory of estimation in sample surveys has been toward procedures which are independent of the form of the distribution of the random variable (or variables) under study. The linear unbiased, linear regression, and ratio estimators have been developed with this in mind and hence have wide application.

There are two principal reasons for this general approach to the estimation problem in sample surveys. First, only vague knowledge of the actual distributions is usually available and second, the sample sizes in surveys are often quite adequate for statements of inference based on limiting distribution theory. Regarding the latter reason, it is well known, for example, that the distribution of linear estimators approaches normality with increasing sample size provided the distribution sampled is continuous with a finite second moment. David
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for its bias, consistency, and accuracy, the latter property being measured by its mean square error.

The extension of the Markoff Theorem on least squares by David and Neyman (8) and the illustration of its application in survey sampling by Neyman (23) in 1934 popularised the best linear unbiased estimator. By "best" is meant the most reliable (measured by the variance) in the class of such estimators. Although best linear unbiased estimators seem to provide an almost ideal solution to the estimation problem in sample surveys, situations do arise where non-linear, biased, but consistent estimators are advantageous. A number of the estimators which are functions of a supplementary variable fall into this class.

The linearity property is, in a sense, a restriction with respect to the simplicity of the estimation process which is perhaps too excessive. The known asymptotic properties of linear estimators do constitute an advantage. However, there are many non-linear estimators which involve very little additional computations, yet have the desirable asymptotic properties and adequately satisfy the other criteria for judging estimators as well.

The unbiased estimators are often preferred, but survey statisticians are not adverse to using biased estimators provided they are consistent and, in comparison with the available unbiased estimation procedures, prove to be more accurate. If the actual bias is not known, a biased estimator may still be preferred provided it is
more reliable and an upper bound which is less than the gain in precision is known for the square of the bias.

C. The Ratio Method of Estimation in Sample Surveys

Ratio estimators, that is estimators which are linear functions of the ratio of two random variables, fall into the above mentioned class of non-linear, biased, but consistent estimators. In special circumstances ratio estimators are unbiased. More specifically, as they are used in sample surveys, ratio estimators involve the quantity

$$s = \frac{\sum_{i=1}^{n} \frac{y_i}{x_i}}{n} = \frac{\bar{y}}{\bar{x}}$$

where \((x_i, y_i)\) is an observation in a random sample of \(n\) observations from some joint frequency distribution \(f(x,y)\).

The quantity \(s\) may occur in a number of different estimators of various population parameters. For example, if the population mean of the random variable \(x\), say \(\mu_x\), is known, then \(s \mu_x\) may be used to estimate the population mean \(\mu_y\) of \(y\). If, in fact, the populations are finite and the population total of \(x\), say \(T_x\), is known, then \(sT_x\) may be used to estimate the population total of \(y\). Very often the survey design is such that the number of units selected is a random variable. This occurs, for example, when a cluster sample containing unequal numbers of observation units or elements is drawn at random.
and it is desired to estimate the mean per element for the population. In this situation \( \bar{x} \) is a possible estimator, the denominator variable \( x \) being the size of cluster. For finite populations, if the total number of elements in the population is known, a best linear unbiased estimate of the mean per element exists, but it may still be less accurate than \( \bar{x} \). Finally, the ratio of the true means of the two random variables \( y \) and \( x \) may be a quantity of interest with \( x \) chosen as the logical estimator.

As indicated above ratio estimators are biased almost in general. They are subject to an additional limitation as well, namely, the formulas in general use for the variance and bias are only approximate. The approximate formula for the variance has been derived by means of a Taylor's expansion and independently of the joint distribution of the variables involved.\(^1\) There has been no published general proof, to the author's knowledge, of a monotonic improvement of the approximation with sample size. The variance formula is referred to as a large sample approximation, however, and rightfully so. In a sense, this fact follows from the early work on approximations to the variance of the ratio of two dependent random variables having a joint normal distribution. The resulting first approximation (the same as mentioned above) was considered satisfactory if the coefficients of variation of the variables involved were small, a condition

---

\(^1\) Compare Deming (9) p. 173.
corresponding to a sufficiently large sample size.

The major weakness associated with the approximate variance formula for the ratio of two random variables is the lack of adequate guides to the limits within which the formula applies. The extent of the error in the approximation can be evaluated by computing exact results following specification of the joint frequency function of the variables involved. However, only vague knowledge of the joint frequency distribution of the variables is usually available in survey work and this aspect of the problem has been somewhat neglected.

The efficiency of ratio estimators relative to alternative estimation schemes has been examined for several sets of existing conditions. However, there has been no extensive investigation of the properties of ratio estimators under various assumptions on the population mean square regression and the functional relationship between the variability of the numerator variable and the variable in the denominator.

D. The Thesis Problem

If the sample design has been decided upon, using whatever well-known techniques are available such as stratification, etc., there still remains the specification of the method of estimation to be used before the sampling system can be designated complete. If the aggregate properties of a collateral variable are known and information on this variable can be obtained from the sampling units in the sample,
ratio or regression estimators may be used. We will be particularly concerned with the ratio method of estimation here.

The purpose of this study, stated rather generally, is to examine the bias and sampling error of ratio estimators. It is true that to some extent this can be accomplished for any size of sample by specifying various possible frequency representations for the types of data usually encountered in sample surveys. Such an approach is quite desirable, for then it is possible to make statements concerning the probability of the error of sampling falling within limits either previously specified or determined from the data. However, in line with the previous discussion of the general approach to the estimation problem in sample surveys, specification of the density functions sampled is avoided as much as possible in this study. Ideationally, a fairly simple scheme for obtaining confidence limits for the parameter estimated by the ratio method would be highly desirable, this scheme to be somewhat insensitive to the form of the initial distribution of the random variables involved. A general solution of this type has not been obtained, however.

The specific purpose of this thesis is threefold: (i), to derive the limiting distribution of ratio estimators for a fairly general set of conditions on the initial joint frequency distribution sampled; (ii), to determine exact expressions for the bias and variance of ratio estimators for random samples from joint distributions with specified first and second conditional moments; (iii), to compare, in
a systematic fashion, the ratio method of estimation with alternative estimation schemes under different assumptions on the properties of the population distribution.
II. REVIEW OF LITERATURE

Ratio estimators as used in sample surveys are functions of variables which are not statistically independent. Hence this review will be confined to research papers dealing with the ratio of two dependent variables. Much of the early work was concerned with the distribution of the ratio of two variables drawn from a bivariate normal population. Merrill (21) in 1928 seems to be the first to have attacked this specific problem although Pearson (27) as early as 1907 attempted to characterize the distribution of ratios by means of approximate formulas for the first four moments expressed in terms of the moments of the original variables. A brief statement of Merrill's approach seems appropriate here since the first approximations to his expressions for the moments lead to the large sample measures of the bias and variance of ratio estimators in general use today.

Merrill considered the ratio

$$ z = \frac{y}{x} = \frac{\mu_y + e_y}{\mu_x + e_x}, \quad \mu_x > 0 $$

where \( x \) and \( y \) are the observed values, \( \mu_y \) and \( \mu_x \) are constants, and \( e_y \) and \( e_x \) have a joint normal distribution with zero means, variances \( \sigma_y^2 \) and \( \sigma_x^2 \) respectively, and correlation \( \rho \).

The quantity \( z \) defined here refers to the ratio for a sample of size one and is therefore a special case of the definition of \( z \) given
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proved that the function

\[ g = \frac{\mu_x^2 - \mu_y}{(\sigma_x^2 + \sigma_y^2)^{1/2}} \]

is approximately normally distributed with zero mean and unit variance. He pointed out further that the condition is amply satisfied if the coefficient of variation of \( x \) is not greater than \( 1/3 \).

Geary was principally interested in applying his results in tests of significance. Neyman (23) and (24) recognized that Geary's result was useful in surveys when it was necessary to estimate the ratio of two sums, as for example, when an estimate of a mean is desired but the number of elements in the population is finite but unknown. He stated (23, p. 569) that:

Owing to the results of S. Bernstein \( (l) \) and R. C. Geary \( (14) \) this may be easily done if the estimates of both the numerator and denominator ... are the "best" linear estimates. The theorem of S. Bernstein applies to such estimates and states that under ordinary conditions of practical work their simultaneous distribution is representable by a normal surface with constants easy to calculate. Of course, there is the limiting condition that the size of the sample must be large. The result of Geary then makes it possible to determine the accuracy of estimation ... by means of the ratio of the separate estimates of the numerator and the denominator.

Fieller (10) in 1932 obtained an expression for the distribution of \( z \) with no restrictions on the parameters of the jointly normally distributed variates \( x \) and \( y \) but, unfortunately, not in a closed form. Apparently, according to Curtiss (6), the distribution of \( z \) in this case cannot be obtained in a closed form. Fieller did point out that none of the moments of the distribution of \( z \) exist but that when the
values of \((x, y)\) are restricted to a region in the positive quadrant with boundaries defined by a probability contour of the normal surface finite moments result. If, in addition, \(\mu_x\) and \(\mu_y\) are positive and large compared with \(\sigma_x\) and \(\sigma_y\) then the moments will be changed from infinite to finite values without changing the appearance of the original distribution of \(z\) in any noticeable fashion. Fieller thus arrived at a justification for Merrill's method provided it is applied to the interior of any probability contour that lies in the positive quadrant. He stated that no serious errors will be committed by using Merrill's values of the moments as the moments of the distribution of the ratio obtained from a curtailed normal population. It should also be mentioned that Fieller verified Geary's result.

Yates and Zacopoulos (30) and Cochran (2) used what would be Merrill's first approximation to \(V(z)\), the variance of \(z\), assuming that \(x\) and \(y\) follow the bivariate normal law. This first approximation is:

\[
V(z) = \mu^2(\sigma^2_x + \sigma^2_y - 2\rho \sigma_x \sigma_y)
\]

where \(\sigma_x\) and \(\sigma_y\) are the respective coefficients of variation of \(x\) and \(y\).

Regarding this approximation Cochran (2, p. 273) stated:

The most important condition required for this approximation to be satisfactory is that the standard errors of \(\sqrt{\frac{y}{x}}\) and \(\sqrt{\frac{x}{y}}\) should be small relative to their mean values, though so far as I am aware, the limits within which the formula applies have never been investigated.

Cochran also gave a second approximation to \(V(z)\) which does not agree with Merrill, however.

Fisher (13), Fieller (11) and Finney (12) approached the problem
of accuracy by estimating a fiducial range for \( \mu \). This is made possible by applying a theorem formally stated by Fieller to the effect that (in the notation used in this study) the quantity

\[
t = \frac{\sqrt{n} (y - \mu \bar{x})}{(\frac{s_x^2 - 2 \mu s_{xy} + \mu^2 s_y^2}{s_y^2})^{1/2}}
\]

is distributed as Student’s \( t \) with \( n-1 \) degrees of freedom. Here, of course, the quantities, \( \bar{x}, \bar{y}, s_x^2, s_{xy} \), and \( s_y^2 \) are the estimates of the parameters of the joint normal frequency distribution of the variables \( x \) and \( y \) obtained with a random sample of size \( n \). The fiducial limits for \( \mu \) are then obtained by solving for those values of \( \mu \) which satisfy the inequality

\[
\mu^2(nx^2 + s_y^2) - 2\mu(nxy - t^2s_{xy}) + (ny^2 - t^2s_y^2) \leq 0
\]

The value of \( t \) chosen is the deviate of the Student distribution for \( n-1 \) degrees of freedom appropriate to the fiducial probability chosen.

In a paper concerning timber surveys Hasel (17) investigated the applicability of a ratio estimate for the total volume of timber when the sampling units were unequal in size. He showed that this estimator, namely,

\[
\hat{\tau}_y = \frac{n}{x} \hat{T}_x = \frac{tT_x}{x}
\]

where \( T_x \) is the total size of all the sampling units of the population and \( \hat{T}_y \) is the estimated total of the variate \( y \), is biased unless the true regression of \( y \) on \( x \) passes through the origin.

Cochran (3) dealt with the problem of sampling units of unequal
sizes more generally. Concerning ratio estimators, he pointed out that
\( \hat{y}_y \) is a "best" linear unbiased estimate if the true regression of \( y \) on
\( x \) is linear and through the origin and if the variance of the \( y \)'s
about the regression line is proportional to \( x \).

Cochran also mentioned in this same paper the unpublished results
of Goldberg concerning approximate expressions for the bias and variance
of \( z = \bar{y}/\bar{x} \) in large samples when \( x \) and \( y \) have any type of joint frequency
distribution. These are exactly the approximations obtained from
Merrill's moments. The bias approximation for a sample of size \( n \) is
given by
\[
\frac{1}{n} \left( \sigma^2_X - \rho \sigma_X \sigma_Y \right)
\]
The variance approximation is the same as that used by Cochran (2)
when sampling a bivariate normal population, an additional factor of
1/\( n \) being required for samples of size \( n \). These approximations are
those referred to in Section (1-0) as in general use today in connection
with the ratio estimators used in sample surveys.

Hansen and Hurwitz (16) obtained the same approximation to the
variance of \( z \) from a Taylor's expansion of \( (z-\mu)^2 \) about the point
\( (\mu_X, \mu_Y) \) provided \( \mu_X > 0 \). They also suggested a method for estimating
upper and lower bounds for the variance of \( z \) which hold independent
of the joint distribution of \( \bar{x} \) and \( \bar{y} \). It is further stated that these
limits may be too broad for practical use, however, unless the variabil-
ity of the \( x \)'s is small.

Two papers by Nicholson, (25) and (26), provided the necessary
material for a determination of the magnitude of the error in a confidence interval statement based on the approximate variance formula and using normal deviates when, in fact, the joint distribution of the random variables entering into the ratio is normal. Using a geometrical approach, Nicholson derived a distribution function for the ratio which is equivalent to the distribution derived by Fieller (10). In addition, Nicholson provided a table which may be used to calculate probability integrals for this distribution function. Gurland (15) has developed an inversion formula for obtaining expressions for the distribution of functions of ratios of linear combinations of random variables provided the denominator is not zero.

A recent contribution by Mickey (22), as yet unpublished and using a different approach than Nicholson, also provided a sound basis for the use of the approximations to the bias and variance of ratio estimators when it is reasonable to assume the bivariate normal distribution to be a good approximation to the true joint distribution of the variables involved. The sampling distribution of $z$, in these circumstances, does not have finite moments, but Mickey avoided this difficulty by approximating the marginal distribution of $x$ by a Type III distribution. This approximation was demonstrated by Mickey to be quite good provided $\mu_x > 0$ and large relative to $\sigma_x$. This latter condition was shown to be amply satisfied if the coefficient of variation of $x$ is less than 3.5 percent, the error in any probability statement based on the approximation then being less than .01.

Low order moments for the sampling distribution of $z$ were then found by Mickey using the approximation distribution. When the conditions
for a good approximation are satisfied by the original distribution, expressions for the bias and variance of \( z \) are then available for any sample size. The validity of the approximation increases with \( n \) when applied to the joint distribution of \( x \) and \( y \). The large sample formulas for the bias and variance obtained under these conditions are the same as the first approximations in general use today for any type of joint frequency distribution of \( x \) and \( y \).

Mickey further showed for normally distributed variables that the quantity

\[
\frac{\mu_x - \mu_y}{(\sigma^2_x \mu^2 - 2\rho \sigma_x \sigma_y \mu + \sigma^2_y)^{1/2}}
\]

is asymptotically normal as \( 1/\sigma_x \) approaches infinity, \( \sigma^2_y/\sigma^2_x \), \( \mu \), and \( \rho \) remaining constant. For \( z = \frac{y}{x} \), it is sufficient for \( n \) to be large for the result to hold, divisors of \( 1/n \) being applied to the population variances in the above statistic.

Finally, Koop (19) discussed the use of the ratio of two random variables for estimating age-specific fertility rates using data obtained by means of an area sample. He used the previously mentioned approximate variance formula, but in addition proposed for his problem at least, a method involving the demarcation of the sampling units which would tend to ensure a small coefficient of variation for the denominator variable. This procedure plus a sufficiently large sample were considered adequate by Koop for meeting the conditions required for valid use of the approximate variance formula.
As indicated earlier (Section 1-C) estimators involving a collateral variable are often more accurate than the available estimators which do not utilize the additional information thus provided. It should be clear that the use of every available resource within the cost limitations of a particular sample survey will often lead to increased accuracy. The ratio estimator makes use of information on a supplementary variable and its use has been clearly shown to be justified in particular circumstances. However, in sample surveys of human populations in particular, the relative standard errors of many of the characteristics measured are close to one and often greater than one. It is seen from the review of the literature that the use of the approximate variance formula to measure the accuracy of ratio estimators as they are used in sample surveys necessitates fairly large samples if the additional error introduced is to be kept negligible. Just as there is often an implicit assumption with respect to the normality of the distribution of a sample mean in sample surveys, there is, in the author's opinion, a comparable lack of consciousness of the limitations of the error formula for ratio estimators. The error in the approximate variance formula may easily obviate any indicated gain in efficiency over an estimator which does not make use of the collateral information. On the other hand, the usual variance formula may considerably overestimate the efficiency of the ratio estimator unless the sample size is adequate.

A final point along these same lines may be made concerning the use of ratio estimators with cluster sampling. Cluster sampling is
used very often in sample surveys both for sample selection and administrative reasons. If a sample of k clusters of m elements each is selected at random, the total number of elements in the sample is km. If the actual variance of the sample mean per element is $\sigma_1^2$ and the variance of an element in the universe is $\sigma_0^2$, then the effective size of the cluster sample is given by $\sigma_0^2/\sigma_1^2$. The effective sample size depends on the correlation between elements of the same cluster. If this intra-cluster correlation is positive then the effective sample size lies somewhere between k and km.

When a ratio estimator is used with a cluster sampling scheme, there are two distinct points to consider in connection with the sample size. First, the divisor n in the usual approximate variance formula for $z = \bar{y}/\bar{x}$ is not the total number of elements in the sample. Second, the proper divisor should bear some relationship to the effective sample size as defined above. A difficulty with this latter point is that the effective sample size as regards y will be different in general from the effective sample size for x. This difficulty may be avoided if the approximate variance formula is used in the form

$$\bar{V}(\bar{y}) = \mu_x^2 \left( \frac{\bar{y}^2}{\bar{y}} + \frac{\bar{x}^2}{\mu_x^2} - 2 \frac{\text{Cov}(\bar{x}, \bar{y})}{\mu_x \mu_y} \right)$$

where $\bar{V}(\bar{y})$, $\bar{V}(\bar{x})$, and $\text{Cov}(\bar{x}, \bar{y})$ are the appropriate expressions for a cluster sample.

This whole matter is mentioned in order to bring out that the number of elements in the sample cannot be used as a guide to the accuracy of
approximate variance formula. In fact, the same considerations apply to the use of ratio estimators with any other sampling procedure beyond simple random sampling.
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argument can be made for its inclusion here, since the usual practice
of deriving large sample approximations to the bias and variance of
\( z \) by means of a Taylor's expansion appears to be essentially mislead-
ing. This is particularly true since neither the convergence nor
the adequacy of the leading terms regardless of convergence, to the
author's knowledge, has ever been properly discussed. A more reason-
able approach to the problem, such as given in the next two sections,
is therefore in order. We first invoke a theorem of Cramer (5, p. 366).

2. Cramer's theorem on the limiting distribution of functions of
sample moments

Let \( H(m_i, m_j) \) be some function of the \( i \)-th and \( j \)-th sample central
moments. Denote by \( H_0, H_1 \) and \( H_j \) the values assumed by this function
and its first order partial derivatives at the point \( m_i = \mu_i, m_j = \mu_j \),
where \( \mu_i \) and \( \mu_j \) are the corresponding central moments of the distribu-
tion. The theorem then states:

If, in some neighborhood of the point \( m_i = \mu_i, m_j = \mu_j \) the
function \( H(m_i, m_j) \) is continuous and has continuous derivatives of
the first and second order with respect to the arguments \( m_i \) and \( m_j \), the
random variable \( H(m_i, m_j) \) is asymptotically normal. The mean or
expected value and variance of this limiting normal distribution are
given by

\[
\text{Mean } (H) = E(H) = H_0 \\
\text{Variance } (H) = \sigma^2(H) = \mu_2(m_i)H_1^2 + 2\mu_{11}(m_i, m_j)H_1H_j + \mu_2(m_j)H_j^2.
\]
The quantities $\mu_2(m_1), \mu_{11}(m_1,m_j), \mu_3(m_j)$ refer to the variance, covariance, and variance respectively of the sample moments given in the parentheses. The theorem is true for sample in any number of dimensions and is therefore applicable to sampling joint frequency distributions.

3. Application of Cramer's theorem to the sampling distribution of $z = \bar{y}/\bar{x}$

Cramer's theorem may be applied to ratio estimators provided the first and second moments and product moment of the joint density function sampled are finite and in addition the true mean or expected value of $x$ is not zero. To illustrate, we assume a random sample of size $n$ drawn from any continuous joint frequency function $f(x,y)$ which satisfies these requirements. We wish to determine the limiting distribution of the ratio of the sample means,

$$z = \frac{\bar{y}}{\bar{x}}.$$ 

In the notation of the previous article, $z = H, m_1 = \bar{y}$ and $m_j = \bar{x}$.

We have immediately that

$$H_x = \frac{\mu_y}{\mu_x}$$

$$H_y = \frac{\mu_x}{\bar{y}} \left( \mu_x \mu_y \right) = 1/\mu_x, \quad \frac{\partial H_y}{\partial \bar{y}} \left( \mu_x \mu_y \right) = 0$$

$$H_x = \frac{\mu_y}{\bar{x}} \left( \mu_x \mu_y \right) = -\frac{\mu_y}{\mu_x}, \quad \frac{\partial H_x}{\partial \bar{x}} \left( \mu_x \mu_y \right) = \frac{\mu_y}{\mu_x^2}$$

Therefore, $z$ is asymptotically normal with mean and variance given by

$$E(H) = \frac{\mu_y}{\mu_x}$$

$$(3.1)$$
\[ V(H) = \frac{\sigma_y^2}{\mu_x^2} - \frac{2\rho_x\sigma_x\sigma_y}{\mu_x^2} + \frac{\sigma_x^2}{\mu_x^2} \]
\[ = \frac{\mu}{n} \left( \frac{\sigma_y^2}{\mu_x^2} + \frac{\sigma_x^2}{\mu_x^2} - 2\rho_x\sigma_x\sigma_y \right) \quad (3.2) \]

where \( \mu = \mu_x/\mu_x \), \( \sigma_y = \sigma_y/\mu_x \), \( \sigma_x = \sigma_x/\mu_x \) as before.

The implication of this result is that ratio estimators, for a very large class of joint frequency functions, are asymptotically normal with a variance equal to the usually prescribed approximate formula. As Cramer (5, p. 21) points out, this result does not imply that the true mean and variance of \( z \) tend to (3.1) and (3.2), nor even that these moments exist. Rather, it is equivalent to stating that for any interval \((a, b)\), where \( a \) and \( b \) are independent of \( n \),

\[ \lim_{n \to \infty} \frac{\sqrt{\mu(H) + a\sqrt{\nu(H)}} < z < \nu(H) + b\sqrt{\nu(H)}}{\sqrt{\mu(H)}} = F(b) - F(a) \]

where

\[ F(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-1/2t^2} dt \]

For sufficiently large samples, then, we may replace the actual distribution of a particular ratio estimator by a normal distribution with little loss in accuracy. The first and second central moments of the latter distribution are given by (3.1) and (3.2). The problem of how large a sample is required for a particular allowable error in the probability attached to an inference making use of this result depends on the actual bivariate distribution sampled and remains unsolved generally speaking. A guide for samples from a special class of joint
distributions is given in Article (III-B-5).

Considering that the accuracy of ratio estimators in sample surveys is measured by means of large sample theory, it seems incongruous to base the derivation of the variance (of a ratio estimator) on a Taylor's expansion directly. The proof of Cramer's theorem depends on an asymptotic expansion, but in addition it illustrates that the usual variance formula is the variance of the limiting distribution and as such confidence intervals based on this variance and the normal distribution can be established for sufficiently large samples with negligible error in the confidence coefficient.

4. The limiting distribution of ratio estimators when sampling a finite universe without replacement

For completeness, we mention here the application to ratio estimators of a result reported by Nadow (20). He shows under fairly general conditions that linear estimators based on samples selected at random, without replacement from finite universes, have limiting distributions which are normal. David (7) obtained a similar result for the sample mean. Nadow further proves that the joint distribution of linear estimators, when sampling without replacement in two dimensions is asymptotically normal. From this latter result, it follows that Cramer's theorem on the limiting distribution of functions of sample moments is valid for samples selected from finite universes at random without replacement. Therefore the ratio estimator $s$, in these circumstances,
The problem of finding the distribution of the ratio estimator is

\[ \sum_{0}^{n} \left( \frac{X_{i} - \bar{X}}{\bar{X}} \right) \bar{X} = n \times \bar{X} \]

where for a fixed number \( x \) in the sample and zero otherwise, it follows

\[ \sum_{0}^{n} x \bar{X} = x \]

without replacement, as may have the ratio estimator, for a random sample of size \( n \) selected

from the parent \( \left( \frac{X_{i} - \bar{X}}{\bar{X}} \right) \cdot \text{random number of parts of the universe} \). If the ratio estimator is consistent for

the universe, it should be considered for measuring the accuracy

of the sample. (1) and (2) are discussed in the second and

subsequent (1) the

approximation, the approach used by Parker (1)

variance expression.

III-X-IV- (7) is the addition of the usual finite correction term to the

only change over the result obtained in the previous article

where \( \bar{X} \) is the total number of samples with zero in the universe.

(2.4) \[ (\sum_{0}^{n} x_{i} \times \bar{X}) - \bar{X} \bar{X} - \bar{X} \bar{X} \] \[ \bar{X} - \bar{X} \bar{X} = (\bar{X}) \bar{X} \]

and variance

(1.7) \[ \bar{X} = x_{i} / \bar{X} = (\bar{X}) \bar{X} \]

has a limiting normal distribution with mean
this instance reduces then to the problem of finding the probability that
\[ \bar{w} = \frac{\sum \frac{w_i}{n}}{n} = \frac{\sum (y_i - kx_i)}{n}, \]
k being fixed, is less than zero. We may proceed, therefore, to
treat the problem as that of the mean of a sample from a finite populat-
on selected without replacement.

If, as appears to be generally assumed, we can use the t distribu-
tion, then the solution given by Fisher (13) is a complete solution.
Briefly, if we set \( k = \frac{\mu_y}{\mu_x} = \mu \), then
\[ \frac{\bar{w}}{\sqrt{\hat{\text{var}}(w)}} = \frac{\sqrt{n} (\bar{y} - \mu_x)}{\sqrt{\frac{\sum_{i=1}^{n} x_i^2}{n-1}} (s_x^2 + \mu_x^2 s_y^2) - 2\mu s_{xy})^{1/2} \]
follows the t distribution with \( n-1 \) degrees of freedom, where \( s_y^2 \), \( s_{xy} \),
and \( s_x^2 \) are the usual sample estimates of the parameters of the joint
distribution under examination. Therefore, to determine limits for
\( \mu \), say \( \mu_1 \) and \( \mu_2 \) we have
\[ P \left[ \hat{\text{var}}(w) \right] \leq t_{\alpha}^2 \] \( \int = 1 - \alpha. \]
The inequality in this statement can be written in a form specifying
the probability of a set of points containing \( \mu \). Thus
\[ \frac{(\bar{y} - \mu_x)^2}{\hat{\text{var}}(y)} \leq t_{\alpha}^2 \]
is equivalent to
\[ \mu^2 \left\{ y - t^2 \hat{\text{var}}(y) \right\} - 2 \mu \left\{ \bar{y} - t^2 \text{cov}(x, y) \right\} + \bar{y}^2 - t^2 \hat{\text{var}}(y) \leq 0. \]
If $x^2 - t^2(\bar{x})$ is positive, and in the situation we are considering this will usually be the case since all the $x$'s are positive, then the inequality can be written
\[ a \left\{ \mu - \mu_1 \right\} \left\{ \mu - \mu_2 \right\} \leq 0 \]
where $a$ is positive. Hence $\mu$ must be between $\mu_1$ and $\mu_2$ with say $\mu_1 < \mu_2$ and we have
\[ P \left\{ \mu_1 \leq \mu \leq \mu_2 \right\} = 1 - a. \]
Only if $a$ is positive and the roots $\mu_1$ and $\mu_2$ real, shall we obtain a confidence set which is an interval.

5. Estimation of the limiting distribution variance

If the conditions for the sampling distribution of the ratio estimator $z$ to be asymptotically normal are satisfied, its variance in a particular instance may be estimated (in sufficiently large samples) by substituting the appropriate sample quantities in (3.2) or (4.2).

Thus, if
\[
\begin{align*}
\sigma_x^2 &= \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2 \\
\sigma_y^2 &= \frac{1}{n-1} \sum_{i=1}^{n} (y_i - \bar{y})^2 \\
\sigma_{xy}^2 &= \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})
\end{align*}
\]
denote the respective unbiased sample estimates of $\sigma_x^2$, $\sigma_y^2$ and $\sigma_{xy}$ (covariance between $x$ and $y$), then (3.2) is estimated by
\[
\hat{V}(x) = \frac{\bar{y}^2}{n} \left( \frac{\sigma_y^2}{\bar{y}^2} + \frac{\sigma_x^2}{\bar{x}^2} - \frac{2\sigma_{xy}}{\bar{x} \bar{y}} \right). \quad (5.1)
\]
This is not an unbiased estimate of (3.2). The bias approaches zero as the sample size increases indefinitely, however. This may be demonstrated readily by a straightforward application of Crámer's theorem as discussed in Article (III-A-2). Alternatively, \( \hat{\sigma}(z) \) may be expressed by

\[
\hat{\sigma}(z) = \frac{1}{n^2} \sum_{i=1}^{n} (y_i - z_{x_i})^2/(n-1).
\]

(5.2)

This latter form is obtained by a simple algebraic reduction of (5.1) upon the substitution of the summation expressions for \( z_x^2, z_y^2, \) and \( z_{xy}. \) The finite correction \( (N-n)/(N-1) \) is added when estimating (4.2).

The variance estimators (5.1) and (5.2) are the usual formulas applied to ratio estimators in practice. They are modified, of course, when the actual estimator used is a linear function of \( z. \)

B. The Bias and Variance of a Ratio Estimator for a General Class of Two Dimensional Distributions

1. Introduction

Although the functional form of the joint frequency distribution \( f(x,y) \) is usually not known in sample surveys, often there is information available for examination of the nature of the true mean square regression of \( y \) on \( x. \) Exact expressions for the bias and variance of ratio estimators for any size of sample are then possible if the marginal distribution of \( x, \) say \( f(x), \) is known. These properties of
ratio estimators will be examined therefore when conditional mean
and variance of \( y \) given \( x \) have specified functional relationships with
\( x \).

We will consider first two random variables \( x \) and \( y \) having a
joint frequency distribution \( f(x,y) \) of the continuous type. We require
further that \( f(x,y) \) be such that the following two conditions are
satisfied:

(a) the true mean square regression of \( y \) on \( x \) is linear; that
is, again using \( E \) to denote "expectation", and with \( \alpha \) and \( \beta \) as con-
stants,

\[
E(y|x) = \alpha + \beta x
\]

and

\[
E(y - \alpha - \beta x)^2 = a \text{ minimum}
\]

(b) the conditional variance of the \( y \)'s is proportional to some
function of the \( x \)'s, say \( g(x) \). Notationally, we have

\[
V(y|x) = kg(x).
\]

A random sample of \( n \) observations is drawn from \( f(x,y) \) and the
quantity

\[
s = \frac{\sum_{i=1}^{n} y_i}{n} \frac{1}{ \frac{\sum_{i=1}^{n} x_i}{n} } + \frac{\sum_{i=1}^{n} y_i}{n} \quad (1.1)
\]

computed. The first question that arises concerns the conditions under
which \( s \) is an unbiased estimator of \( \mu = \mu_y/\mu_x \), that is the ratio of the
true means.
2. Examination of the bias in \( z \)

To examine the bias we compute the expectation of \( z \) from the joint density for the sample of size \( n \). Thus we have the \( 2n \)-fold integral

\[
E(z) = \int \cdots \int \frac{y}{x} \frac{n}{T} \, f(x_1, y_1) \, dy_1 \, dx_1
\]

to evaluate, the integration extending over the entire range of the variables involved. Making use of the conditional distribution functions, we have

\[
E(z) = \int \cdots \int \left[ \frac{n}{T} \, f(x_1) \right] \left( y_1 + \cdots + y_n \right) \frac{n}{T} \, f(y_1 | x_1) \, dy_1 \, dx_1.
\]

It follows from condition (a), stated in Article (III-3-1), on integrating over the range of the \( y \)'s, that

\[
E(z) = \int \cdots \int \frac{\sum (\alpha + \beta x_1)}{n} \frac{n}{T} \, f(x_1) \, dx_1
\]

\[
= \int \cdots \int \left( \frac{\alpha}{n} + \beta \right) \frac{n}{T} \left\{ f(x_1) \, dx_1 \right\}
\]

\[
E(z) = \alpha E(x) + \beta.
\]

The use of integral notation in a derivation such as this is unnecessary if we recall that the expected value of a sum is the sum of the expected values of the terms in the sum. Thus
\[ E(z) = E(G/x) = E(\frac{1}{x} E(G|x_1, \ldots, x_n)) \]
\[ = E(\frac{1}{x} \sum_{i=1}^{n} \frac{E(y_i|x_i)}{n}) \]
\[ = E(\frac{1}{nx} \sum_{i=1}^{n} (\alpha + \beta x_i)) \]
\[ = E(\frac{\alpha}{x} + \beta) \]
\[ E(z) = \alpha E(\frac{1}{x}) + \beta \]
as before.

Since the true regression of \( y \) on \( x \) is of the mean square type, the coefficients \( \alpha \) and \( \beta \) may be expressed in terms of the moments and product-moments of \( f(x, y) \). Thus
\[ \alpha = \mu_y - \beta \mu_x = \mu_x (\mu - \beta) \quad (2.2) \]
\[ \beta = \rho \frac{\sigma_y}{\sigma_x} \quad (2.3) \]
where \( \rho \) is the correlation between \( x \) and \( y \) and \( \sigma_x \) and \( \sigma_y \) are the respective standard deviations. Substituting for \( \alpha \) in (2.1), the bias in \( z \) as an estimator of \( \mu \), becomes
\[ \text{Bias in } z = E(z) - \mu = \int_{y}^{\mu} -\beta \mu_x f(y) \frac{E(1/x)}{E(1/x)} - 1/\mu_x \int \]

\[ \]

\[ \text{Compare Cramer (12), p. 350.} \]
Assuming that $E(1/x)$ is finite, the bias is zero if

$$
\mu_y = \beta \mu_x
$$

that is, if the true linear regression passes through the origin. This is a well known result for ratio estimators. We notice also that the bias is zero if

$$
E(1/x) = 1/\mu_x.
$$

Clearly, if

$$
E(1/x) = \frac{1}{E(x)}
$$

$z$ will have zero bias. However, (2.6) holds only for the trivial case in which all values of $x$ are the same.

It would be preferable to be able to express the bias, when it is known to be different from zero, in terms of the moments of the original distribution $f(x,y)$. This requires the specification of either a particular marginal distribution for $x$ or the distribution of $\bar{x}$ in order to evaluate $E(1/x)$. However, $E(1/x)$ will not exist if the density function for $\bar{x}$, say $h(\bar{x})$, is such that $h(\bar{x}) \neq 0$ at $\bar{x} = 0$. The condition $h(\bar{x}) = 0$ at $\bar{x} = 0$ is therefore a necessary condition for the existence of $E(1/x)$. We note that $E(1/x)$ will exist if

$$
\lim_{x \to 0} \frac{h(\bar{x})}{\bar{x}^a} = 0
$$

for some $a > 0$. For $h(\bar{x})$ to vanish at $\bar{x} = 0$ for arbitrary size of sample it is necessary that the ranges of $x$ for which $f(x) \neq 0$ be

---

1 Compare Sokolnikoff (28), p. 350.
confined to one side of the origin.

It should be noted that condition (2.6) for zero bias in $z$ is satisfied if the sample size is allowed to increase without limit. This follows from Cramer's theorem on the limiting distribution of functions of sample moments (Article III-A-2) provided $f(x)$ has a finite second moment. The estimator $z$ will therefore have negligible bias for sufficiently large sample sizes. This fact has been noted previously (Article III-A-3).

3. The variance of $z$

The variance of $z$ is defined as

$$Var(z) = \int \varphi(x)^2 f(x) \, dx.$$  

We proceed first to evaluate $\varphi(z)$.

$$\varphi(z) = \int \cdots \int \frac{1}{\pi} \frac{1}{n} \sum_{i=1}^{n} \int f(x_1, y_1) \, dy_1 \, dx_1.$$  

$$= \int \cdots \int \left[ \frac{1}{n} f(x_1) \right] \left( \sum_{i=1}^{n} y_1^2 + 2 \sum_{i<j} y_i y_j \right).$$  

$$= \int \cdots \int \left\{ \frac{1}{n} \sum_{i=1}^{n} f(y_i | x_i) \, dy_i \, dx_i \right\}.$$  

From conditions (a) and (b) in Article (III-B-1) it follows that

$$\varphi(y|x) = kg(x) + (\alpha + \beta x)^2.$$  

Therefore $\varphi(z)$ on integrating over the range of $y$'s reduces to
\[ E(z^2) = \int \cdots \int \left[ \prod_{i=1}^{n} \frac{f(x_i)}{(nx)^2} \right] \left[ \sum_{i=1}^{n} \left( k g(x_i) + (\alpha + \beta x_i)^2 \right) + \right. \\
\left. \sum_{i<j}^{n} (\alpha + \beta x_i)(\alpha + \beta x_j) \right] \frac{n}{\sqrt{1}} \, dx_i \]

\[ = \int \cdots \int k \sum_{i=1}^{n} g(x_i) \frac{n}{\sqrt{1}} \frac{f(x_i)}{(nx)^2} \, dx_i + \\
\int \cdots \int \left[ \sum_{i=1}^{n} (\alpha + \beta x_i) \right] \frac{n}{\sqrt{1}} \frac{f(x_i)}{(nx)^2} \, dx_i \]

and hence

\[ E(z^2) = k \frac{n}{\sqrt{1}} E \left[ \frac{\sum_{i=1}^{n} g(x_i)}{x} \right] + \sigma^2 \frac{E(1)}{x} + 2\alpha \beta \frac{E(1)}{x} + \beta^2 . \]

Making use of \( E(1) \) as given by (2.1), we have for the variance of \( z \)

\[ V(z) = \frac{k}{n^{3/2}} E \left[ \frac{\sum_{i=1}^{n} g(x_i)}{x} \right] + \sigma^2 V(1) x \quad (3.1) \]

Since\(^1\)

\[ k = \frac{\sigma_y^2 (1 - r^2)}{E(g(x))} \]

an alternative form for (3.1), on substituting for \( \alpha \) as well, is

\[ V(z) = \frac{\sigma_y^2 (1 - r^2)}{n^{3/2}E(g(x))} E \left[ \frac{\sum_{i=1}^{n} g(x_i)}{x} \right] + \mu_x^2 (\mu - \beta)^2 V(1) x \quad (3.2) \]

---

\(^1\)See Appendix A.
Further simplification of (3.2) requires knowledge of \( g(x) \) and the first two moments of the distribution of \( 1/x \). If the first two moments of this distribution are to exist, \( h(x) \) must be zero at \( x = 0 \). We note that \( E(1/x^2) \) will exist if

\[
\lim_{x \to 0} \frac{h(x)}{x^a} = 0
\]

for some \( a > 1 \).

4. The variance of \( z \) for particular residual variance functions

We restrict ourselves now to the simpler variance laws; that is we specify

\[ g(x) = x^5 \]

and consider only the special cases \( \delta = 0 \) and \( \delta = 1 \). For \( \delta = 0 \) the variance of the \( y \)'s within arrays for which \( x \) is fixed will be constant for all \( x \). This is the case of homoscedastic residual variances. In this situation, on substituting in (3.2), we have

\[
V(z) = \frac{\sigma_y^2 (1 - \rho^2)}{n} E \left( \frac{1}{x} \right) + \mu_x^2 (\mu - \beta)^2 V \left( \frac{1}{x} \right) . \tag{4.1}
\]

Comparing this expression with the asymptotic variance of \( z \) as given by formula (3.2) in Article (III-A-3), we find, as expected, that the latter merely substitutes the large sample expressions \( 1/\mu_x^2 \) and \( \sigma_x^2/\mu_x^4 \) for \( E(1/x^2) \) and \( V(1/x) \) respectively.

If in addition, the true regression line passes through the origin, then \( \mu = \beta \) and
\[ V(z) = \frac{\sigma^2_y (1-p^2)}{n} E(1/x^2) \quad . \quad (4.2) \]

For \( \delta = 1 \), that is \( g(x) = x \),
\[ V(z) = \frac{\sigma^2_y (1-p^2)}{\mu_x^4} E(\frac{1}{x}) + \mu_x^2 (\mu_x - \mu)^2 V(\frac{1}{x}) \quad . \quad (4.3) \]

Again, the second term of the right member of (4.3) vanishes if the true linear regression passes through the origin. In this situation, since formula (3.2) in Article (III-A-3) reduces to
\[ V(z) = \frac{\sigma^2_y (1-p^2)}{\mu_x^4} \]
the relative deviation of the asymptotic variance of \( z \) from the exact variance is given by
\[ \frac{1/\mu_x - E(1/x)}{E(1/x)} \]

5. The bias and variance of \( z \) for \( f(x) \) distributed as a Pearson Type III function

When \( f(x,y) \) satisfies the two conditions (a) and (b) specified in Article (III-B-1) and in addition \( f(x) \), the marginal distribution of \( x \), is a Pearson Type III function, exact formulas for the bias and variance of \( z \) are available. We have
\[ f(x) = \frac{(\gamma)^\lambda}{\Gamma(\lambda)} x^{-\lambda-1} e^{-\gamma x} \quad 0 < x < \infty, \lambda > 0, \gamma > 0. \]
The distribution of \( \bar{x} \) for random samples of size \( n \) is also Type III with parameters \( \lambda_n \) and \( \gamma_n \). The expected values of \( 1/\bar{x} \) and \( 1/\bar{x}^2 \) are finite and given by

\[
E(1/\bar{x}) = \frac{\gamma_n}{\lambda_n - 1} \tag{5.1}
\]

and

\[
E(1/(\bar{x})^2) = \frac{(\gamma_n)^2}{(\lambda_n - 2)(\lambda_n - 1)} \tag{5.2}
\]

In terms of the mean and variance of \( x \), the bias in \( s \), on substituting (5.1) in (2.4), reduces to

\[
\frac{\sigma_x^2}{n(1-\frac{\sigma_x^2}{\mu^2})} (\mu - \beta) \tag{5.3}
\]

where \( \sigma_x = \sigma_x/\mu_x \) is the coefficient of variation of the variable \( x \).

Alternatively we may express the bias as

\[
\frac{\mu}{n(1-\frac{\sigma_x^2}{\mu^2})} \sqrt{\frac{\sigma_x^2}{\mu^2}} - \rho \sigma_x \sigma_y J \tag{5.4}
\]

where \( \sigma_y = \sigma_y/\mu_y \). The large sample approximation to the bias for this case is therefore the same as mentioned by Cochran (3) as being applicable when sampling any type of joint frequency distribution.

The sample size required for the bias in \( s \) to be less than one percent of \( \mu \) must be such that

\[
n > 101 \sigma_x^2 = 100 \sigma_x \sigma_y
\]

for \( \rho = 1 \).
For $\rho = 0$, and
\[ n > 101 c_x^9 \]
for $\rho = 0$, and
\[ n > 101 c_x^9 + 100 c_x c_y \]
for $\rho = -1$. The sample size required for a negligible bias in $z$ therefore remains nominal in the worst case ($\rho = -1$) provided $c_x$ and $c_y$ are less than one. Also, the greater the positive correlation of $x$ and $y$, the smaller the sample size required for no more than a one percent bias.

Quite often, particularly when sampling human populations the relative variation of the characteristic of interest is quite large. If a ratio estimator is to be used in a sampling investigation, prior examination of the expected coefficients of variation and their influence on the sample size necessary for negligible bias in the resulting estimate are important steps in the achievement of satisfactory results.

For $\delta = 0$, that is
\[ V(y|x) = c_y^9 (1 - \rho^2) , \]
the variance of $z$ for $f(x)$ a Type III function is given by
\[ V(z) = \frac{1}{n^2 \mu_x^6 (1 - \frac{c_x^9}{n}) (1 - \frac{c_y^9}{n})} \left[ c_y^9 (1 - \rho^2) + \frac{c_x^9 (\mu - \beta)^2}{(1 - \frac{c_x^9}{n})} \right] . \]

(5.5)

A large sample approximation to the variance of $z$ to within terms of order $1/n^2$ is given by
\[ V(z) \approx \frac{\mu_x^2}{n} \sqrt{c_x^9} + c_y^9 - 2\rho c_x c_y . \]

(5.6)
The approximation agrees with Cochran (3) and is also the variance of
the limiting normal distribution of $x$ as given by formula (3.2)
in Article (III-A-3). The relative importance of the magnitudes of
$G_x^2$ and $n$ when the approximate variance formula (5.6) is used instead
of the exact expression (5.5) is indicated by Table 1. This table

Table 1

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Square of coefficient of variation of $x$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>10</td>
<td>3.0-4.0</td>
</tr>
<tr>
<td>20</td>
<td>1.5-2.0</td>
</tr>
<tr>
<td>50</td>
<td>0.6-0.8</td>
</tr>
<tr>
<td>100</td>
<td>0.3-0.4</td>
</tr>
</tbody>
</table>

$a$ Formula (5.5).

$b$ Formula (5.6).

gives upper and lower bounds to the underestimation by the approximate
variance formula relative to the exact variance. The derivations of
the upper and lower bounds used in the table are given in Appendix B.

As regards the underestimation of the exact variance with the
usual approximate formula in these circumstances, a suggested "rule
of thumb" is to require $n$ to be greater than $100 G_x^2$. The underestimation
by the approximate formula will then be less than \( \frac{1}{4} \) percent if in
fact the regression of \( y \) on \( x \) is linear with constant variance within
arrays for which \( x \) is fixed and the marginal distribution of \( x \) is
Pearson Type III. This rule should be a practical guide even if these
conditions are not exactly satisfied.

There is an important further point for consideration in compar-
ing the accuracy of the approximate variance formula with the exact
formula when the conditions specified hold and \( f(x) \) is a Pearson
Type III function. In essence, this point is concerned with the use
of normal distribution theory to measure the validity of statements
about the true proportion \( \mu \). Since the equality of variances is
necessary but not sufficient for two distributions to be equivalent,
there remains a further source of error in probability statements
based on the normal distribution, even when the sample size is such
that the difference between the exact and limiting distribution variance
may be considered negligible. Although the empirical rule suggested
(i.e. choose \( n > 100 \sqrt{2} \)) may be adequate for assuring accuracy with
the approximate variance formula, it leads to a sample size which is
probably insufficient for assuring accurate statements of inference
based on the limiting normal distribution. The degree of this inadequacy
of the rule in this respect can be determined, to some extent, by
comparing additional moments of the exact distribution of \( x \) with those
of the limiting normal distribution.
For \( \delta = 1 \) the exact formula for the variance of \( x \) is

\[
V(z) = \frac{1}{\mu_x^2(1 - \frac{\sigma_x^2}{n})} \left[ \sigma_y^2(1 - \rho^2) + \frac{\sigma_x^2(\mu - \delta)^2}{(1 - \frac{\sigma_x^2}{n})(1 - \frac{2\sigma_y^2}{n})} \right].
\]  
(5.7)

If \( n \) is large, this variance formula reduces to (5.6) with the same order of approximation. A final point may be made regarding formulas (5.5) and (5.7): if the true linear regression of \( y \) on \( x \) passes through the origin, the second term within the brackets of both of these formulas vanishes.

6. A discrete case; sampling a finite universe with replacement

We consider now two random variables \( x \) and \( y \) having a joint frequency distribution of the discrete type. For a universe of \( N \) elements, the variables \( x \) and \( y \) can each assume, at most, \( N \) different values. Denote the number of different admissible values for \( x \) by \( M \), so that we have \( x \) assuming values, say

\[ x_1, x_2, \ldots, x_M. \]

Denote the number of elements of the universe having a value \( x = x_i \) by \( N_i \). Therefore

\[ \sum_{i=1}^{M} N_i = N. \]

These \( N_i \) elements may or may not all have the same measure for the variable \( y \), of course. We assume further that the mean values of the \( y \)'s corresponding to the same \( x \)'s are linearly related to \( x \). Thus
\[
\mu_{y_i} = \sum_{j=1}^{N_i} y_{ij}/N_i = \alpha + \beta x_i \quad i = 1,2, \ldots, M
\]

where \( y_{ij} \) refers to the value of the variable \( y \) for element \( j \) of the set of \( N_i \) elements for which \( x = x_i \).

Suppose now that a random sample of size \( n \) is drawn with replacement. For each of the \( M \) different values of \( x \) we have sample sizes

\[ 0 \leq n_i \leq n \quad i = 1,2, \ldots, M. \]

Again, we are interested in the bias and variance of

\[
s = \frac{\sum_{i=1}^{M} \sum_{j=1}^{n_i} y_{ij}}{\sum_{i=1}^{M} n_i x_i} = \frac{\sum_{i=1}^{M} n_i y_i}{\sum_{i=1}^{M} n_i x_i} \tag{6.1}
\]

as an estimate of

\[
\mu = \frac{\sum_{i=1}^{M} \sum_{j=1}^{n_i} y_{ij}}{\sum_{i=1}^{M} n_i x_i} = \frac{\sum_{i=1}^{M} n_i \mu_y}{\sum_{i=1}^{M} n_i x_i}.
\]

To determine the bias, \( E(x) \) is evaluated.

\[
E(x) = E \left[ \frac{\sum_{i=1}^{M} \sum_{j=1}^{n_i} y_{ij}}{\sum_{i=1}^{M} n_i x_i} \right] = E \left[ \frac{\sum_{i=1}^{M} \sum_{j=1}^{n_i} y_{ij} / (\alpha + \beta x_i)}{\sum_{i=1}^{M} n_i x_i} \right]
\]

\[
E(x) = E \left[ \frac{\sum_{i=1}^{M} n_i \alpha + \beta x_i}{\sum_{i=1}^{M} n_i x_i} \right] = \alpha E \left[ \frac{1}{\sum_{i=1}^{M} n_i x_i} \right] + \beta
\]
As before, the second moment of \( \Xi \) is found as follows:

\[
\mu_2 = \frac{1}{N} \sum_{x=1}^{N} \left( x - \mu \right)^2
\]

where \( \mu \) is the mean of the variable.

We note that \( \mu_2 = \frac{1}{N} \sum_{x=1}^{N} x^2 - \frac{1}{N} \sum_{x=1}^{N} x^2 \mu \)

\[
\mu_2 = \frac{1}{N} \sum_{x=1}^{N} x^2 - \frac{1}{N} \sum_{x=1}^{N} x \mu
\]

The result is therefore the same as for the continuous case which is:

\[
\mu_2 = \frac{1}{N} \sum_{x=1}^{N} x^2 - \frac{1}{N} \sum_{x=1}^{N} x \mu
\]
and before then, for any \( g \), the three two moments of the distribution.

The computable variance expressions for the continuous case, and (2.6) (7.6)

\[
\begin{align*}
\text{for } g = 1, \quad \frac{x}{(g^d - 1) e^0} = (e_0)^g \\
\text{and } 0 = \text{for } g = 0,
\end{align*}
\]

with \( g \) equal to 0 and 1, (2.6) reduces to

\[
\begin{align*}
\frac{x}{(g^d - 1) e^0} = (e_0)^g
\end{align*}
\]

The variance of \( X \) is then

\[
\begin{align*}
\text{variance of } X \text{ is then}
\end{align*}
\]

\[
\begin{align*}
\text{variance of } X \text{ is then}
\end{align*}
\]

\[
\begin{align*}
\text{variance of } X \text{ is then}
\end{align*}
\]

\[
\begin{align*}
\text{variance of } X \text{ is then}
\end{align*}
\]
of $1/x$ must exist for the variance of $x$ to exist. For $E(1/x)$ to be finite, zero must again be a non-admissible measure of the variable $x$ for every element of the universe.

Although the results for the continuous case and the particular discrete case just discussed are entirely analogous, the latter have been presented for two reasons. First, differences in definitions, notation, etc. warranted the discussion. Second, and more important, a special case, which is perhaps one of the most common met with in practice, is considered in the next section.

7. Estimating the proportion possessing an attribute for a subclass of the universe sampled

Very often, in investigations conducted on a sample basis, an estimate of the proportion of elements which possess a particular attribute is desired for a subclass of the universe under study. The number of elements in the sample belonging to this subclass is, more often than not, a random variable. For example, from a simple random sample of individuals an estimate of the proportion of males over 65 who have a specific chronic disease may be required. The logical estimator for this proportion is the ratio of the two sample proportions for the attributes of interest or, more simply the ratio of the actual numbers observed in the sample. In the example stated, for a sample of $n$ individuals yielding, say, $x$ males over 65 and $y$ males over 65 with the specific chronic disease, the quantity
\[ z = \frac{n_y/n}{n_x/n} = \frac{n_y}{n_x}, \quad n_y \leq n_x \]

is an estimator for

\[ \mu = \frac{p_y}{p_x}, \quad p_y \leq p_x \]

where \( p_y \) and \( p_x \) are the universe proportions for the respective characteristics.

The results developed in the previous section apply in this particular case. Since \( \mu = \beta \) the bias in \( z \) is zero and the variance of \( z \) is given by equation (6.14). Thus,

\[ V(z) = \frac{\sigma^2_y (1 - \rho^2_y)}{p_x} \frac{1}{\mathbb{E}(n_x)}. \quad (7.1) \]

Again, since

\[ \mu = \beta = \rho \frac{\sigma_y}{\sigma_x} \]

we have that

\[ \rho^2 = \frac{p_y (1 - p_x)}{p_x (1 - p_y)} \]

Therefore, in terms of \( p_y \) and \( p_x \):

\[ V(z) = \frac{p_y}{p_x} \left( p_x - p_y \right) \frac{1}{\mathbb{E}(n_x)}. \quad (7.2) \]

This formula is to be compared with the large sample approximation to the variance of \( z \), namely

\[ V(z) = \frac{p_y (p_x - p_y)}{n p_x^2}. \quad (7.3) \]
It is readily seen that this latter formula follows immediately from (7.2) if $E(1/n_X)$ is replaced by $1/np_X$, although $E(1/n_X)$ will never be equal to $1/np_X$.

The error in formula (7.3) relative to the expression given by (7.2) depends on the expected value of $1/n_X$. In order to evaluate this quantity for various sample sizes and values of $p_X$ it is necessary to restrict $n_X$ to non-zero values. Since $n_X$ will then have a truncated binomial distribution, it follows that

$$E(1/n_X) = \frac{1}{l-1} q_X^n \sum_{i=1}^{n} \frac{1}{i} \left( \frac{1}{i} \right) p_X^i p_X^{n-i}$$

(7.4)

where $q_X = 1-p_X$.

This equation is not practical for the evaluation of $E(1/n_X)$ unless $np_X$ is small. A simpler procedure for the actual computations has been reported by Stephan (29). By expanding $1/x$ in a factorial series he found it convenient to use

$$E(1/n_X) = \sum_{i=1}^{t} u_i + [\sqrt{\bar{A}}(n_X)]$$

where

$$u_1 = \frac{1 - k}{(n+1) p_X}$$

$$u_i = \frac{(i-1) u_{i-1} - k/i}{(n+1) p_X} \quad i > 1$$

and

$$k = \frac{np_X q_X^n}{1 - q_X^n} \sim \frac{np_X}{e^{np_X-1}}$$
He also found simple expressions for lower and upper bounds for the expected value of the remainder after the first \( t \) terms, i.e. \( R_t \).

The relative error when using the approximate variance formula (7.3) has been computed for various values of \( n \) and \( p_x \). The results are shown in Table 2. The expected value of \( 1/n_x \) was computed from (7.4) for \( n \leq 20 \). Stephan's procedure was used for \( n > 20 \). It is to be noted that for small values of \( n \), formula (7.3) yields an overestimate of the actual variance. As \( n \) increases the relative error first proceeds through zero to some maximum negative value and then with further increase in \( n \) approaches zero asymptotically.

As with the continuous case, a practical rule, based on the coefficient of variation of the denominator variable, can be stated for the minimum sample size necessary for some maximum allowable negative percentage deviation. For example, examination of the table reveals that for \( n > 25q_x/p_x \) the underestimation of the variance with the approximate formula is less than 5 percent. This particular rule becomes increasingly conservative as \( p_x \) decreases. With \( p_x = 0.1 \), for example, and \( n = 200 \) the relative error is only 4.8 percent.

Again, it must be remembered that the sample sizes indicated in the table as adequate for negligible bias in the approximate variance formula are probably not sufficient for an accurate determination of confidence limits for the ratio of the true proportions based on normal distribution theory.
Table 2

Percentage Deviation of Approximate Variance<sup>a</sup> from the
Exact Variance<sup>b</sup> Using the Truncated Binomial Distribution
to Evaluate $\mathbb{E}(1/n_x)$

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>True proportion for x</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>13.5&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>4</td>
<td>17.1&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>6</td>
<td>91.4&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>8</td>
<td>51.7&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>10</td>
<td>28.6&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>15</td>
<td>0.6</td>
</tr>
<tr>
<td>20</td>
<td>13.3</td>
</tr>
<tr>
<td>50</td>
<td>20.5</td>
</tr>
<tr>
<td>100</td>
<td>10.3</td>
</tr>
</tbody>
</table>

<sup>a</sup>Formula (7.3).

<sup>b</sup>Formula (7.2).

<sup>c</sup>Approximate variance greater than exact variance. Approximate variance less than exact variance for all other entries.

<sup>d</sup>Less than 1 percent.
5. Sampling a finite universe without replacement

If a random sample of size \( n \) is selected without replacement from a universe of elements satisfying the conditions specified in Article (III-B-6), the expression for the bias in \( s \) is the same as when sampling with replacement. Finite correction factors occur in the variance formula, however. The derivation of the variance formula is almost identical with the replacement sampling case (Article III-B-6). Briefly,

\[
E(s^2) = E \left[ \left( \frac{\sum_{i=1}^{M} n_i x_i}{\sum_{i=1}^{M} n_i} \right)^2 \right]
\]

\[
= E \left[ \left( \frac{\sum_{i=1}^{M} n_i x_i}{\sum_{i=1}^{M} n_i} \right)^2 + \sum_{i<k} \sum_{i=1}^{M} n_i n_k (\alpha + \beta x_i)(\alpha + \beta x_k) \right]
\]

The balance of the derivation follows as before, yielding

\[
V(s) = \frac{c_s^2 (1-p^2)}{n^2 \bar{E}(x_1)^2} \sum_{i=1}^{M} \left( \frac{N_i - n_i}{N_i - 1} \right) \frac{\bar{g}(x_i)}{\bar{g}} + \mu_x^2 (\mu - \beta)^2 V(1/x). \quad (5.1)
\]

If the sampling is such that the elements for each of the values of \( x \) are proportionately represented, so that
\[
\frac{N_i}{n} = \frac{N_i}{N},
\]

for all \(i\), the variance of \(s\) may be written with a single finite correction factor. Thus, for \(\delta = 1, \mu = \beta\) and \(N_i\) large relative to unity we have

\[
V(s) = \frac{c_f^2}{\mu_x^2} \left( \frac{N-2}{n} \right) E(1/\bar{X}). \tag{5.2}
\]

When the initial sampling is not intentionally proportional with respect to the different values of the denominator variable, but the sample size is large, formula (5.2) should serve as an adequate approximation to the exact formula.

The use of the variance of the limiting distribution (formula (4.2)), Article (III-A-4), for small samples exhibits two sources of error when compared with the exact formula for the case \(\mu = \beta, \delta = 0\). These sources arise out of the use of the single correction factor \((N-n)/(N-1)\) and the substitution of \(1/\mu_x^2\) for \(E(1/\bar{X})^2\). Both contribute less to the error of approximation as the sample size increases, of course. Similarly, for \(\mu = \beta\) and \(\delta = 1\) the large sample formula substitutes \(1/\mu_x\) for \(E(1/\bar{X})\) as well as using the single correction factor.

When sampling a finite universe without replacement in order to estimate the proportion possessing an attribute for a subclass of the universe, formula (5.1), in the notation of previous articles, reduces to

\[
V(s) = \frac{P_Y}{P_X} \left( P_X - P_Y \right) \left[ E(1/p_X) - 1/\bar{P}_X \right] \tag{5.3}
\]
provided \( np_x \) is large relative to unity. The asymptotic variance in this case is obtained by replacing \( E(1/n_x) \) by \( 1/np_x \). Thus, in large samples,

\[
\nu(z) = \left( \frac{n}{N} \right) \frac{p_x(p_x - p)}{np_x^2}.
\]  

(5.4)

Formulas (5.3) and (5.4) appear in Deming (9, p. 452), the derivation of (5.3) obtained in an entirely different manner, however.

In order to obtain the exact variance for small samples, zero values for \( n_x \) must be excluded. The \( E(1/n_x) \) may then be evaluated by means of the truncated hypergeometric distribution. Stephan (29) has also reported a simplified procedure for the necessary computations. A table comparing the exact variance (5.3) with the large sample variance (5.4) for various sample sizes and values of \( p_x \) has not been computed, however. The parameter \( N \) must also be specified and this reduced the feasibility of such an undertaking for this thesis.

When \( n/N \) is small, the comparisons reported in Table 2 for sampling with replacement should provide a useful guide, though an underestimate to the sample sizes with which formula (5.4) may be used with reasonable accuracy.

9. Discussion

A high proportion of the recent and current sample surveys of human populations involve the selection of clusters of elements. Examples are the selection of area segments for samples of farms or households,
The above remarks need not be restricted to cluster coefficients of the attribute vectors for the entire sample, but can be extended to the determination of the minima and maxima for accuracy of the results obtained by this method of determining which of the characteristic vectors are the most significant. The results obtained in the present section indicate that such estimates are meaningful over and over again both in concept and in practice. To be the size of clusters, however, many, if not all, of these same characters are the size of the clusters, many of which are the characteristic vectors needed to be retained.

The estimation of z, or X, by a measure of the extent to which the measurements of the items of interest are present, the interest vector is read with the

\[ y = \text{interest vector} \]

The extent of interest by the use of a ratio estimator much as \(\frac{X}{N} \) for the characteristic vectors of the universe to be known, it may be possible to improve the estimates with or without replacement, the estimates in random samples, with or without replacement, for the universe, the denominator of these averages are also random variables. To determine, the denominator and the total for the universe samples desired, since the clusters generated contain unequal numbers of per farm, homestead, or industrial factor when per cluster are often on the selection of homesteads for samples of industrial factors.
since the denominator variable, the crucial variable, remains the same for a large number of estimates.

Tables comparing the exact variance of $s$ with the limiting distribution variance have been presented in this section for only two of the many possible distributions of the denominator variable. It would seem logical, for a further understanding of the required sample sizes for accurate use of the large sample variance as the measure of accuracy for $s$, to compute the exact variance when $f(x)$ follows, for example, a truncated normal, log normal, or truncated Poisson distribution.

Although a thorough investigation of the properties of the ratio estimator when the true mean square regression is non-linear has not been attempted, several points deserve mention here. Suppose the true relation is of the form

$$y = \alpha + \beta x + \xi + \epsilon$$

where $\xi$ is distributed with zero mean and unit variance independently of $x$ and $\epsilon$ is a non-linear function of $x$. Then the expected value of

$$z = \frac{\bar{y}}{\bar{x}}$$

for a random sample of size $n$ is

$$E(z) = \alpha \ E(1/\bar{x}) + \beta + E \left[ \frac{\epsilon}{\bar{x}} \right]$$
The bias in $z$ is therefore

$$E(z) - \mu = \alpha E(1/x) + \beta + E\left(\frac{\bar{x}}{x}\right) - \frac{\alpha + \beta \mu_x + E(\frac{\bar{x}}{x})}{\mu_x}$$

$$= \alpha \left[E(1/x) - 1/\mu_x\right] + E\left(\frac{\bar{x}}{x}\right) - \frac{E(\frac{\bar{x}}{x})}{\mu_x}$$

We see that $z$ is no longer unbiased if $\alpha = 0$. The further requirement for $z$ to be unbiased, namely

$$E\left(\frac{\bar{x}}{x}\right) = \frac{E(\frac{\bar{x}}{x})}{\mu_x}$$

probably never holds. However it is readily seen that the bias decreases with the size of sample, at a less rapid rate, of course, than when $y$ is linearly related to $x$, because $\bar{y}/x$ tends with increasing size of sample to be distributed around a mean of $E(\frac{\bar{x}}{x})/\mu_x$. The variance of $\bar{y}/x$ under these circumstances is equal to the variance without curvilinearity plus two terms, the variance of $\bar{y}/x$ and $2\alpha$ times the covariance of $1/x$ and $\bar{y}/x$. Further work needs to be done on this problem, because it is probably rare that the true regression in a population is exactly linear.

C. The Ratio Estimator Versus Alternative Estimators

1. Introduction

The decision to use the ratio method of estimation as against an alternative estimation procedure should be determined in the main by a consideration of the conditions satisfied by the frequency
distributions to be sampled. Of course, any gain in statistical efficiency with one estimation procedure should only be considered as sufficient evidence for the choice of that procedure if the time and labor involved in actual computation is not prohibitive relative to the alternatives. In this portion of the study we will be concerned with a comparison of the ratio method of estimation with alternative estimators also making use of the information provided by the supplementary variable x. The comparisons will be made after specifying conditions to be satisfied by the joint frequency function, say \( f(x,y) \), of the variables involved. These conditions will be confined to the type of regression and variance laws satisfied by \( f(x,y) \). The comparisons will be made by examining the characteristics of bias and variance for the ratio estimator of the population mean of the variable y as compared with the best linear unbiased estimator for a particular set of sample values for the denominator variable. We will confine \( f(x,y) \) to be a continuous function in x and y with finite first and second moments.

2. Regression of y on x linear and through the origin

\[
(a) \quad V(y|x) = k. \quad \text{The ratio estimator,} \quad s_1 = \frac{\bar{y}}{\bar{x}} \mu_x
\]

(2.1)

is an unbiased estimator of \( \mu_y \). For a particular or pre-designated set of x's, \( s_1 \) has variance

\[
V(s_1 | x_1, \ldots, x_n) = \frac{k \mu_x^2}{n^2} = \frac{\sigma^2(1 - p^2)}{n^2} \mu_x^2
\]
The best linear unbiased estimator of \( \mu_y \), for a particular set of values of \( x \), follows readily from an application of the extended Markoff Theorem on least squares as reported by David and Heyman (8). This estimator is

\[
x_0 = \frac{\sum_{i=1}^{n} x_i y_i}{\sum_{i=1}^{n} x_i^2}
\]

(2.2)

with conditional variance

\[
V(x_0 | x_1, \ldots, x_n) = \frac{\sigma_y^2 (1 - \rho^2)}{n \sum_{i=1}^{n} x_i^2} \mu_x^2.
\]

Clearly, since \( n \bar{x}^2 \leq \sum_{i=1}^{n} x_i^2 \),

\[
V(x_0 | x_1, \ldots, x_n) \leq V(s_1, x_1, \ldots, x_n),
\]

as is to be expected. Only asymptotic results are available for a comparison of these two estimators over all random samples of the collateral variable \( x \) unless the exact distribution of \( x \) is specified. By direct application of Cramer's theorem (Article III-A-2) to each of these estimators, we find both estimators to have a limiting normal distribution with mean \( \mu_y \), but with

\[
V(s_1) = \frac{\sigma_y^2 (1 - \rho^2)}{n}
\]

(2.3)

and
\[ v(z_0) = \frac{c_y^2(1 - \rho^2)}{n(1 + C_x^2)} \quad . \quad (2.4) \]

The relative asymptotic efficiency of \( z_1 \) to \( z_0 \) is therefore

\[ \frac{1}{1 + C_x^2} \quad . \quad (2.5) \]

For large samples, it is clear that a considerable gain may result by using \( z_0 \) in preference to \( z_1 \) when the stated conditions hold and the coefficient of variation of the variable \( x \) is greater than one. As has been pointed out previously, this latter situation often occurs when sampling characteristics of human populations.

To further the comparison we consider the linear regression estimator

\[ z_x = \bar{y} + b(\mu_x - \bar{x}) \quad (2.5) \]

where \( b \), the estimated regression coefficient, is given by

\[ b = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sum_{i=1}^{n} (x_i - \bar{x})^2} \quad . \]

This estimator is also unbiased. Its variance for the particular set of values for \( x \) is

\[ v(z_x \mid x_1, \ldots, x_n) = \frac{c_y^2(1 - \rho^2)}{n} \left[ 1 + \frac{n(\mu_x - \bar{x})^2}{\sum_{i=1}^{n} (x_i - \bar{x})^2} \right] \quad . \quad (2.6) \]
The limiting distribution of \( z_r \) is normal with mean \( \mu_r \) and variance
\[
V(z_r) = \frac{c_r^2(1 - \rho^2)}{n}.
\]
(2.7)

We note here that in these circumstances and to within terms of order \( n^{-2} \), \( z_r \) is no more reliable than \( z_1 \) in large samples, although from a computational standpoint \( z_1 \) definitely is to be preferred. A better comparison (to within terms of order \( n^{-3} \)) may be made if \( f(x) \) is distributed as a Pearson Type III function. This comparison makes use of an expression for the large sample variance of \( z_r \) which is independent of the distribution of \( x \) and reported by Cochran (3). Thus,
\[
V(z_r) = \frac{c_r^2(1 - \rho^2)}{n} \left[ 1 + \frac{1}{n} \right].
\]
(2.8)

For \( f(x) \) a Type III function, and \( n \) large, we have
\[
V(z_1) = \frac{c_x^2(1 - \rho^2)}{n} \left[ 1 + \frac{3c_x^2}{n} \right].
\]
(2.9)

Comparing (2.9) with (2.8) we see that when the specified conditions are satisfied, \( z_1 \) will be more reliable if \( c_x^2 < 1/3 \), at least to this order of approximation.

A fourth unbiased estimator of \( \mu_r \) is
\[
z_3 = \frac{\sum_{i=1}^{n} Y_i / x_i}{n} \mu_x.
\]
(2.10)

with conditional variance
\[ V(z_2 \mid x_1, \ldots, x_n) = \frac{c_y^2 (1 - \rho^2) \sigma^2}{n^2} \sum_{i=1}^{n} \frac{1}{x_i^2} \]

For the case under consideration, \( z_2 \) is always inferior to \( z_0 \), except in the trivial case for all \( x \) the same when its reliability is the same as that of \( z_0 \). A comparison with \( z_1 \) for all possible samples of \( x \) requires the distribution function \( f(x) \) to be specified, although consideration of the conditions under which \( z_1 \) and \( z_2 \) are best linear unbiased estimators\(^1\) favor \( z_1 \) as a more accurate estimator here. This contention is verified, at least, when \( f(x) \) is a Type III function.

Since the variance of \( z_1 \) reduces (according to formula (5.7) in Article (III-3-5) to

\[ V(z_1) = \frac{c_y^2 (1 - \rho^2)}{n(1 - \frac{2c_\sigma^2}{\mu})(1 - \frac{c_\sigma^2}{\mu})} \]

and

\[ V(z_2) = \frac{c_y^2 (1 - \rho^2)}{n(1 - 2c_\sigma^2)(1 - c_\sigma^2)} \]

the relative efficiency of \( z_1 \) to \( z_2 \) is

\[ \frac{(1 - \frac{2c_\sigma^2}{\mu})(1 - \frac{c_\sigma^2}{\mu})}{(1 - 2c_\sigma^2)(1 - c_\sigma^2)} \]

Obviously, \( z_1 \) is superior for \( n > 1 \). It should be pointed out that in this instance the comparison is restricted to \( c_\sigma^2 < 1/2 \) since the parameter \( \lambda = 1/c_\sigma^2 \) in the Type III distribution must be greater than

\(^1\) See (b) and (c), of this same article, below.
2 for \( \Sigma(1/x_i^2) \) to exist.

(b) \( V(y|x) = \lambda x \). In this situation, Cochran (3, p. 206) has pointed out that \( z_1 \) is the best linear unbiased estimator of \( \mu_y \) for a pre-designated set of values for \( x \). It has variance

\[
V(z_1|x_1, \ldots, x_n) = \frac{c_y^2(1 - \rho^2)}{nx} \mu_x.
\]  

(2.11)

The regression estimator \( z_x \) can be shown to have conditional variance,

\[
V(z_x) = \frac{c_y^2(1 - \rho^2)}{n \mu^2_x} \left[ 2\mu_x - \bar{x} + \frac{n(\mu-x)^2}{\Sigma_{i=1}^n} \frac{n}{\Sigma_{i=1}^n} \frac{(x_i - \bar{x})^2}{\mu^2_x} \right].
\]  

(2.12)

This latter variance will always be greater than (2.11) except in the unlikely instance of \( \bar{x} = \mu_x \), in which case it is equal to (2.11).

However, for \( x \) a random variable, both estimators have a limiting normal distribution with variance

\[
\frac{c_y^2(1 - \rho^2)}{n}.
\]

If \( f(x) \) has a Pearson Type III distribution, then

\[
V(z_1) = \frac{c_y^2(1 - \rho^2)}{n(1 - \frac{c_y^2}{n})}
\]  

(2.13)

whereas the large sample variance of \( z_x \) to within terms of order \( n^{-3} \) is

\[
V(z_x) = \frac{c_y^2(1 - \rho^2)}{n} \left[ 1 + \frac{2c_y^2}{n} \right].
\]  

(2.14)
In large samples the efficiency of \( z_1 \) relative to \( z_r \), to this order of approximation, is therefore

\[
\frac{1 + C_{x}^{2}}{1 + \frac{n + C_{x}^{2}}{n}}
\]

when \( f(x) \) is Type III. Again the magnitude of the coefficient of variation of \( x \) is a critical quantity. However, if \( n \) is large relative to \( C_{x}^{2} \), the estimators are of approximately equal accuracy, the difference decreasing as \( 1/n \). For distributions of \( x \) which are essentially symmetrical, the difference between the variances of the two estimators decreases even more rapidly with increasing sample size.

Although it has not been the intention of this thesis to be concerned with formulas for estimating the sampling variance of ratio estimators beyond those already mentioned in Article (III-A-5), the estimator provided by the least squares procedure for \( V(z_1|x_1, \ldots, x_n) \) (formula (2.11)); when \( V(y|x) = bx \) is

\[
\Sigma_{i=1}^{n} x_i(y_i - \frac{\Sigma y}{x})^2
\]

\[
\frac{\Sigma x_i^2}{n(n-1)x^2}
\]

(2.15)

If \( x \) is a random variable (2.15) is an asymptotically unbiased estimator of \( c_y^2(1 - \rho^2)/n \), the variance of the limiting normal distribution of \( z_1 \).

(c) \( V(y|x) = bx^2 \). The estimator \( z_n \) is the minimum variance estimator for a particular set of values for \( x \). It has conditional variance

\[
V(z_n|x_1, \ldots, x_n) = \frac{c_y^2(1 - \rho^2)}{n(c_x^2 + \mu_x^2)} \mu_x^2 = \frac{c_y^2(1 - \rho^2)}{n(1 + C_x^2)} \]

(2.16)
Since (2.16) is independent of x it is also the variance of z\_2 over all possible random samples of x. If z\_1 is used in these circumstances, it has limiting variance
\[
\frac{c_y^2 (1 - \rho^2)}{n}
\]
as before. The asymptotic efficiency of z\_1 relative to z\_2 is therefore
\[
\frac{1}{1 + c_x^2}
\]

3. Regression of y on x linear, but not through the origin

For a fixed set of values for x and V(y \mid x) = k, z\_x is the best linear unbiased estimator of \( \mu_y \) with conditional variance as given by (2.6). The asymptotic variance of z\_x when x is a random variable is given by (2.7). The ratio estimator z\_1 is biased for a particular sample of x's unless \( \bar{x} = \mu_x \). The ratio estimator is a consistent estimator of \( \mu_y \), however, with limiting variance
\[
V(z_1) = \frac{\mu_y^2}{n} (c_x^2 + c_y^2 - 2\rho c_x c_y)
\]
\[
= \frac{c_y^2 (1 - \rho^2)}{n} \left[ 1 + \frac{(c_x - \rho c_y)^2}{c_y^2 (1 - \rho^2)} \right].
\]
The second term in the brackets therefore constitutes the asymptotic gain in efficiency achieved by using z\_x instead of z\_1 in these circumstances.

A general examination may be made of the bias in the best linear
unbiased estimators for linear regression of $y$ on $x$ and through the origin (i.e. $\alpha = 0$) when in fact the regression is linear but not through the origin. If the variance relation is

$$V(y|x) = \frac{1}{w}$$

where $w$ is some function of $x$, then the best linear unbiased estimator of $\mu_y$ assuming linear regression and $\alpha = 0$ is

$$\hat{\mu}_y = \frac{\sum_{i=1}^{n} w_i x_i y_i}{\sum_{i=1}^{n} w_i x_i} \mu_x$$

If $\alpha \neq 0$, this estimator has expectation

$$E(\hat{\mu}_y|x_1, \ldots, x_n) = \frac{\sum_{i=1}^{n} w_i x_i (\alpha + \beta x_i)}{\sum_{i=1}^{n} w_i x_i} \mu_x$$

$$= \alpha \frac{\sum_{i=1}^{n} w_i x_i}{\sum_{i=1}^{n} w_i x_i} \mu_x + \beta \frac{\sum_{i=1}^{n} w_i x_i}{\sum_{i=1}^{n} w_i x_i} \mu_x$$

$$E(\hat{\mu}_y|x_1, \ldots, x_n) = \mu_y + \alpha \left\{ \frac{\sum_{i=1}^{n} w_i x_i}{\sum_{i=1}^{n} w_i x_i} \mu_x - 1 \right\}$$

Therefore, when $x$ is a random variable, for $\hat{\mu}_y$ to be a consistent estimator of $\mu_y$,
\[ \frac{n}{\sum_{i=1}^{n} w_i x_i} \]

must converge in probability to \( 1/\mu_x \). On the surface, this appears highly unlikely except when \( w_1 = 1/\mu x_1 \), i.e. when \( x_1 \) is the estimator.

The asymptotic bias, using the second term of the right member of (3.2), when \( z_0 \) is the chosen estimator and \( w_1 = 1/k \), is

\[ - \alpha \left( \frac{c^2_x}{1 + c^2_x} \right). \]

This result has been reported by Cochran, (3, p. 203). The bias in \( z_2 \) when \( \alpha \neq 0 \) and \( f(x) \) is Type III is

\[ \alpha \left( \frac{c^2_x}{1 + c^2_x} \right). \]

Whenever the variance of the \( y \)'s, within arrays for which \( x \) is fixed, varies with \( x \), (i.e. \( V(y|x) = k g(x) \)) the best linear unbiased estimator is of the weighted regression variety. Both Cochran (3) and Hasel (17) have examined this class of estimators, the former reporting on the efficiency of the weighted regression estimator relative to the usual linear regression estimator. The efficiency relative to the ratio estimator \( x_1 \) has not been studied. However, a comparison may be made by using formula (3.1) in conjunction with the results of Cochran's comparison.
Regression does not pass through the origin. The estimator is not the best estimator of \( \beta \) when the true form of the regression is not characterized by the intercept being zero.

In cases where the data are not characterized by the intercept being zero, the ratio estimator is a consistent estimator in a sample with the spends of the regression.

The estimation of the properties of a linear regression estimator is more accurate when the expected estimator is in the second order of the sample variance of the regressors.

In a quadratic regression, the regression on \( x \) and \( y \) may be expected to be equal when determined by the conditions under which it would be expected to be equal.

**Example (III-G).**

In a quadratic, Johnson (1930) in a special example, a more accurate estimator than has actually been discussed in the literature, et al., in the total sample, is the second order of the mean square of the estimator.

A regression is not close to the asymptotic estimator, however, when the very illiterate bearing on the entire composition is not close to the asymptotic estimator. Johnson (1930) in the literature on the in the regression estimator.

By its variability, the asymptotic estimator deviates from the results arrived at by the regression on \( x \) and \( y \) is normal with mean 0 and variance \( \sigma^2 \) (2.5) and (2.7) is the difference between the regression on both \( x \) and

result of Cameron's theorem, the asymptotic estimator of both \( x \) and the form of the regression is not characterized by the intercept being zero. However, that regression of both \( x \) and the regression on \( y \) is not known has not been done. If it is insufficient to note, however, that regression of

\( \frac{\hat{y}}{\hat{x}} \) regression of \( \hat{y} \) on \( \hat{x} \) non-linear.
do not have this property. Second, \( z_1 \) compares favorably in efficiency with each of the alternative estimators when the conditions for minimum variance estimation are not satisfied for the latter. Third, the ratio estimator is the simplest to compute of the estimators considered.

From a practical standpoint and in terms of the general approach to the estimation problem in sample surveys as discussed in Section (I-3), the ratio estimator has the most appeal. Whenever the form of the regression of \( y \) on \( x \) and residual variance law are known with reasonable accuracy, the proper minimum variance estimator, unless computationally unfeasible, is to be preferred, however.
IV. SUMMARY

The ratio method of estimation in sample surveys involves the use of estimators for population parameters which are linear functions of the ratio of dependent random variables. Only large sample approximations for the bias and sampling variance are available for measuring the accuracy of ratio estimators. This study is concerned with three aspects of the properties of ratio estimators as they are used in sample surveys.

First, using a theorem of Cramér, regarding the asymptotic distribution of functions of sample moments for random samples from joint continuous distributions \( f(x,y) \) having finite first and second moments, it was found that the ratio of the sample means was asymptotically normally distributed with mean equal to the ratio of the true means and variance given by the usual approximate formula. It is noted that the argument of Fisher for obtaining interval statements about the true quantity can be used, if the \( t \) distribution can be assumed to hold for samples from finite populations. This assumption is probably fairly realistic.

Second, exact expressions for the bias and variance of ratio estimators have been obtained under various assumptions regarding the joint distribution of the variables sampled. In particular these assumptions restricted the types of regression and conditional variance relationships
exhibited by \( f(x,y) \). For the variance laws considered and the true mean square regression of \( y \) on \( x \) linear, it was found that exact expressions for the bias and variance of ratio estimators depend on the existence of the first and second moments of the distribution of the reciprocal of the sample mean of the denominator variable. The usual approximate formula for the variance was then compared with the exact expressions when \( f(x) \) followed the Pearson Type III and the truncated binomial distributions. For these distributions and whenever the regression and variance relationships considered prevail, the sample size required to achieve reasonable accuracy with the approximate variance formula depends on the magnitude of the coefficient of variation of the denominator variable of the ratio estimator. The larger this coefficient the slower is the convergence of the approximation to the exact variance expression.

Third, a systematic comparison of the ratio estimator with other possible methods of estimation using the information available on a supplementary variable was conducted. The comparison was restricted to situations in which specific conditions on the form of the regression and on the residual variance law were satisfied by the joint distribution of the variables involved. The ratio method of estimation, as a general method of estimation, was found to compare favorably.
V. LITERATURE CITED

1. Bernstein, S. Sur l'extension du théorème limite du calcul des
probabilités aux sommes de quantités dépendantes. Math.

2. Cochran, W. G. The estimation of the yields of cereal experi-
ments by sampling for the ratio of grain to total produce.

3. Sample theory when the sampling units are of unequal

4. Sample survey techniques. Raleigh, N. C. Institute of
Statistics, University of North Carolina. 1947. (Mimeo.)

Princeton University Press. 1946.

6. Curtiss, J. H. On the distribution of the quotient of two chance

7. David, F. N. Limiting distributions connected with certain
2. 1936.

8. and Neyman, J. Extension of the Markoff theorem on least

1950.

10. Fieller, E. C. The distribution of the index in a normal bivariate

11. The biological standardization of insulin. J. Roy.
Stat. Soc. Suppl. 7:1-64. 1940.


14. Geary, R. C. The frequency distribution of the quotient of two


29. Stephan, F. F. The expected value and variance of the reciprocal 
and other negative powers of a positive Bernoullian variate. 

30. Yates, F. and Zaccapanay, I. The estimation of the efficiency of 
sampling, with special reference to the sampling for yield 
The suggestions and encouragement of my fellow graduate students for their time and assistance.


The support and encouragement of the members of the committee--
many times of advice and for directing the work of the thesis.

Deep appreciation is due to O. Komphorne, Dr. J. Pressen,

The problems considered in this thesis grew primarily out of

VI. ACKNOWLEDGMENTS
VII. APPENDICES
Appendix A

Derivation of a Moment Expression for the Proportionality Factor \( k \)

If the true mean square regression of \( y \) on \( x \) is linear, then the variance of the residuals about the regression line is

\[
c_y^2(1 - \rho^2) = \int \int (y - \alpha - \beta x)^2 f(x,y) \, dy \, dx,
\]

\[
= \int f(x) \int (y - \alpha - \beta x)^2 f(y|x) \, dy \, dx
\]

\[
c_y^2(1 - \rho^2) = \int \nu(y|x) \, f(x) \, dx.
\]

If the conditional variance of the \( y \)'s is functionally related to \( x \) by

\[
\nu(y|x) = kg(x),
\]

then

\[
c_y^2(1 - \rho^2) = k \int g(x) \, f(x) \, dx
\]

\[
= k \mathbb{E}[g(x)].
\]

Hence

\[
k = \frac{c_y^2(1 - \rho^2)}{\mathbb{E}[g(x)]}.
\]
Appendix B

Derivation of Expressions for Upper and Lower
Bounds Shown in Table 1

The exact variance of $z$ for $f(x)$ a Type III function, the regression of $y$ on $x$ linear, and

$$V(y|x) = k$$

is given by

$$V_R(z) = \frac{1}{\mu_x^2(1 - \frac{2c_x^2}{n})(1 - \frac{c_x^2}{n})} \left[ c_y^2(1 - \rho^2) + \frac{c_y^2(\mu - \beta)^2}{(1 - \frac{c_x^2}{n})} \right].$$

The large sample approximation to $V(z)$ may be written as

$$V_A(z) = \frac{1}{\mu_x^2} \int [c_y^2(1 - \rho^2) + c_x^2(\mu - \beta)^2] dz .$$

For $n > 2c_x^2$, we have

$$V_A(z) < (1 - \frac{2c_x^2}{n})(1 - \frac{c_x^2}{n}) V_R(z)$$

and

$$V_A(z) > (1 - \frac{2c_x^2}{n})(1 - \frac{c_x^2}{n})^2 V_E(z) .$$

It follows readily from these two inequalities that a lower bound to the underestimate of $V_E(z)$ by $V_A(z)$, relative to the exact variance, is given by
\[
\frac{v_E(z) - v_A(z)}{v_E(z)} > 1 - (1 - \frac{2c^2}{n})(1 - \frac{c^2}{n})^2
\]

and an upper bound by

\[
\frac{v_E(z) - v_A(z)}{v_E(z)} < 1 - (1 - \frac{2c^2}{n})(1 - \frac{c^2}{n})^2
\]
Appendix C

Moment Expressions for $\alpha$ and $\beta$ for Discrete Distributions

If the discrete frequency of $x$ and $y$ is such that the mean values of the $y$'s associated with the different values of $x$ fall on a straight line, we have

$$\mu_y = \alpha + \beta x_1$$

The coefficients $\alpha$ and $\beta$ may be expressed in terms of the same moments and product moments as they were for the continuous case. We have, in the notation of Article (III-B-6)

$$\sum_{i=1}^{N} N_i \mu_{y1} = N \alpha + \beta \sum_{i=1}^{N} N_i x_1$$

$$\mu_{y} = N \alpha + \beta \mu_x$$

and hence

$$\alpha = \mu_y - \beta \mu_x$$

By definition, we have

$$\sigma_x^2 = \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu_x)^2$$

$$\sigma_{y1}^2 = \sum_{j=1}^{N_1} \frac{(y_{1j} - \mu_{y1})^2}{N_1}$$
\[
c_{y} = \sum_{i=1}^{M} \sum_{j=1}^{N} \frac{(y_{ij} - \mu_{y})^2}{N} \\
= \sum_{i=1}^{M} \frac{N_{i}}{N} \left[ \sum_{j=1}^{N} (y_{ij} - \mu_{y})^2 / N_{i} \right] = \sum_{i=1}^{M} \frac{N_{i}}{N} c_{y}^{i} \]

\[
c_{xy} = \sum_{i=1}^{M} \sum_{j=1}^{N} (x_{i} - \mu_{x})(y_{ij} - \mu_{y}) / N \\
= \sum_{i=1}^{M} \frac{N_{i}}{N} \left[ \sum_{j=1}^{N} (y_{ij} - \mu_{y}) \right] / N \\
= \sum_{i=1}^{M} \frac{N_{i}}{N} (x_{i} - \mu_{x})(\mu_{y} - \mu_{y}) \\
= \beta \sum_{i=1}^{M} \frac{N_{i}}{N} (x_{i} - \mu_{x})^2 = \beta \sigma_{x}^2 \\
\]

Substituting for \(\mu_{y}^{i}\),

\[
c_{xy} = \sum_{i=1}^{M} \frac{N_{i}}{N} (x_{i} - \mu_{x})(\mu_{y} - \beta \mu_{x} + \beta x_{i} - \mu_{y}) \\
= \beta \sum_{i=1}^{M} \frac{N_{i}}{N} (x_{i} - \mu_{x})^2 = \beta \sigma_{x}^2 \\
\]

Since

\[
\rho = \frac{c_{xy}}{\sigma_{x} \sigma_{y}} \\
\]

we have, as for the continuous case, that

\[
\beta = \rho \frac{\sigma_{y}}{\sigma_{x}} \\
\]