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INTRODUCTION

It is increasingly apparent that all educators—including those for chemistry courses—face increased expectations related to assessment of student learning. Entire collections of anecdotes about how campuses have embraced outcomes assessment have been produced.1 The idea that assessment should be learner centered,2 for example, calls on college faculty to view assessment as more encompassing than merely obtaining student scores on content tests. Along with this idea, calls for assessment as a scholarly pursuit within academia are also increasing.3 Some studies suggest faculty participation is lower among scientists than other disciplines.4 Within chemistry education, Towns5 reported a case study of several chemistry departments’ assessment plans. The American Chemical Society’s Examinations Institute (ACS-EI) reported on a needs assessment survey of chemistry faculty members from across the United States of America.6,7 The overall goal of this survey was to measure the current state of chemistry faculty members’ involvement with assessment efforts and knowledge of assessment terminology. Findings from this survey uncovered similar results related to departmental assessment efforts as reported by Towns’s case study.5

In addition to research reports, recent editorials in this journal have emphasized the need for chemistry educators—not just chemistry education researchers—to undertake some of the responsibility for understanding the role of assessment in chemistry education. Pienta,8 for example, described his observation that chemical educators appear to form a bimodal distribution on this issue, with some who value assessment significantly and others who appear to deny the possible role of enhanced assessment efforts to assist student learning. Bretz9 has also addressed the challenges that might be faced by chemistry educators who are tasked with assessing student learning at the course and departmental level, noting specifically that for many college faculty members, new requirements for enhanced assessment efforts appear to require extensive learning of new techniques.

As Bretz further suggested, chemistry faculty might not know certain terminology related to assessment. Jargon is the term for specialized use of words or expressions by a particular group that are or become difficult for others to understand. If faculty members consider conversations about assessment to include too much jargon, there is a chance that communication will break down and the endeavor to develop assessment plans might stall. On the flip side, Slevin10 noted over a decade ago that there is more than the inclusion of jargon in the discourse of assessment that might discourage faculty. The exclusion of words such as intellect, intelligence, imagination, wonder, contemplation, truth, inquiry, and collegiality in common descriptions of assessment efforts tend to imbue a sense of...
distrust among faculty for demands that they somehow improve their assessment. Thus, it is possible that when it comes to assessment, the language that is used plays an outsized role in how worthwhile ideas are ultimately implemented. The most likely way to assess this premise is to conduct survey research with chemistry instructors and seek to measure their familiarity with assessment terms that may be considered jargon by some fraction of the target audience.

■ PURPOSE

As part of a larger needs assessment survey of chemistry faculty members whose implementation is described elsewhere,6,7 the ACS-EI collected data on faculty members’ familiarity with assessment terminology in order to determine the structure of this knowledge and whether specific terms were considered jargon. As is true for any survey instrument, steps must be taken to assess the validity of the findings. As an internal validation item for this self-report of term familiarity, a question was included early in the survey to measure participants’ knowledge of two terms related to assessment. The findings reported herein serve to answer the research question: What is the validity of chemistry faculty members’ self-reported familiarity with assessment terminology? With validity established, models to understand how faculty members parse their understanding of assessment terms can be constructed, and one such effort is reported elsewhere.11

■ ASSESSMENT TERMINOLOGY

Faculty members were asked to report their familiarity with 13 assessment terms (Figure 1). Brief working definitions are provided for these terms (Table 1), along with descriptive rationales for their inclusion in this survey. These terms were chosen based on results from focus groups that met during the development of the survey. While they are not an exhaustive listing of possible assessment terms, they were (i) the terms most often mentioned by education research specialists in their focus group sessions and (ii) hypothesized to provide a range of familiarity within the chemistry instructor pool sampled in this work. The 13 terms are grouped into four theoretical assessment categories: program assessment, instrument assessment, item assessment, and general statistics.

The program assessment terms (formative, summative, and interim assessments) were of interest because they describe different types of assessment that can be used to evaluate students’ knowledge and skills for different purposes and because they are terms often associated with project evaluation. Two terms related to instrument assessment (validity and reliability) provide information about the accuracy and precision of an assessment instrument. Three item assessment terms (item response theory—IRT, item difficulty, and item discrimination) can be useful to chemistry faculty members who are interested in measuring their students’ knowledge, abilities, and attitudes, among other criteria. The remaining terms, categorized as general statistics (variance, ANOVA—analysis of variance, linear correlation coefficient, factor analysis, and Cronbach’s alpha) are used in assessment as well as in standard experimental analysis. These terms were included in this survey because of their importance in instrument design, measurement of student knowledge and characteristics, and other assessment measures (e.g., Cronbach’s alpha measures assessment reliability).

■ METHODS

Survey Design and Participation

Details of the development process for the needs assessment survey and descriptions of the participant recruitment are provided elsewhere.6,7 In a general sense, the survey elicits self-report appraisal for questions related to chemistry faculty members’ views on assessment, experiences with assessment practices, the use and perceived usefulness of assessment tools (e.g., exams, student writing, clickers, laboratory reports), experiences with personal exams or ACS Exams, departmental assessment efforts, and familiarity with assessment terminology. Participants were divided into institutional categories: (i) chemistry doctoral granting institutions (doctoral); (ii) chemistry bachelor and master’s degree granting institutions (four-year); and (iii) chemistry associate-degree granting institutions (two-year). Demographic data (e.g., sex, years teaching chemistry, chemistry subdiscipline) were collected at the end of the survey.

A key constraint for survey-based research lies in the nature of self-report data.21,22 With regard to this survey, self-reported term familiarity of participants might be affected, for example, if they thought they should know about these terms. To check the validity of the self-reported familiarity in this survey, participants’ knowledge of two terms related to assessment measurement (validity and reliability) was assessed using an analogy to laboratory measures (accuracy and precision; Figure 2).

Validity is a term in assessment measurements that is analogous to accuracy in physical measurement, that is, how well does the instrument measure what it is supposed to be measuring. There are several types of validity (e.g., face, construct, content), for which detailed information can be found elsewhere.18–20

Reliability, on the other hand, is analogous to precision in physical measurements. Reliability refers to how well the instrument will provide the same measurement if nothing has

![Figure 1. Survey question for reporting familiarity with assessment terminology.](Image)
Table 1. Working Definitions for the Assessment Terms Investigated through the Familiarity Question in the Needs Assessment Survey (Figure 1)

<table>
<thead>
<tr>
<th>Term</th>
<th>Working Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formative assessment</td>
<td>Formative assessment occurs during instruction and provides feedback both to teachers regarding their teaching practices and to students on their learning outcomes. Formative assessment is typically short in length with frequent occurrences to inform instructors of the current state of their students’ understanding.</td>
</tr>
<tr>
<td>Summative assessment</td>
<td>Summative assessment occurs less frequently than formative assessment (at the end of a unit, semester, or year) and is used to evaluate student performance. Summative assessment is longer in length and broader in scope than formative assessment.</td>
</tr>
<tr>
<td>Interim assessment</td>
<td>Interim assessment falls between formative and summative assessment in frequency, scale, and scope. Interim assessment is used to evaluate students’ knowledge and skills over a shorter time period than summative assessments.</td>
</tr>
<tr>
<td>Assessment validity</td>
<td>Validity refers to how well the instrument measures what it is supposed to be measuring. This term is analogous to accuracy in laboratory measures.</td>
</tr>
<tr>
<td>Assessment reliability</td>
<td>Reliability refers to how well the instrument provides the same repeated measurements if nothing changed within the subject being measured. This term is analogous to precision in laboratory measures.</td>
</tr>
<tr>
<td>Item response theory</td>
<td>Item response theory is a psychometric model that explains or predicts test performance based on latent traits or underlying abilities that are not directly observable.</td>
</tr>
<tr>
<td>Item difficulty</td>
<td>Item difficulty provides a measure of the item’s difficulty. It is reported as the fraction of students who answer the item correctly (a higher difficulty value means an easier question).</td>
</tr>
<tr>
<td>Item discrimination</td>
<td>Item discrimination provides a measure of how well the item distinguishes between high and low performing students, as measured by the overall exam. Discrimination is calculated by taking the difference between the fraction of correct answers among top- and bottom-performing students, as measured by total scores on the exam.</td>
</tr>
<tr>
<td>Cronbach’s alpha</td>
<td>Cronbach’s alpha provides a measure of the internal consistency among a group of items on an instrument. Cronbach’s alpha is often used to determine the reliability of the instrument.</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Analysis of variance (ANOVA) compares the variance of means to determine whether statistical differences exist among two or more groups of data.</td>
</tr>
<tr>
<td>Factor analysis</td>
<td>Factor analysis is used as a data reduction tool to determine correlations among observed variables based on a small number of unobserved factors (i.e., latent variables).</td>
</tr>
<tr>
<td>Variance</td>
<td>Variance measures the probability distribution of the data about the mean.</td>
</tr>
</tbody>
</table>


Data Analysis

The majority of data collected through the needs assessment survey was binary (yes/no) or categorical. Because both binary and categorical responses are discrete variables, logistic regression was used to compare responses based on different groups of participants. Unlike standard linear regression models, logistic regression models relate the dependent and independent variables with a nonlinear logit function. For binary data with only two groups (“yes”, $y = 1$, and “no”, $y = 0$), the relationship is easier to interpret than for data in multiple ordered categories. Although the categorical data collected in the needs assessment survey included both ordered and unordered response categories, the analyses described herein will focus on ordered logistic regression because (i) the analogy question and familiarity response categories were ordered and (ii) binary logistic regression (BLR) analysis of this data set has been used and reported elsewhere. Additional information about ordered logistic regression (OLR) is provided in the Supporting Information.

For the analyses described herein, the proportional odds OLR model was used, which assumes that the dependent variable represents an underlying continuous measure. The proportional odds OLR model compares the probability of being at or below a certain point to the probability of being beyond that point.

$$\log \frac{\Pr(y \leq m|x)}{\Pr(y > m|x)} = \tau_m - x\beta$$

or

$$1 \leq m < M$$

(1)

Figure 2. Survey question to validate self-report data using an analogy to laboratory measures.
results from having too few participants (<10%) in one of the categories.

Because of the nonlinear relationship in logistic regression, an odds ratio (OR) is typically calculated, which results in a linear relationship between the dependent and independent variables; the linear OR is consequently much easier to interpret than the $\beta$-coefficient. The OR is related to the $\beta$-coefficient in the above equations by the expression

$$\text{OR} = e^{\beta}$$

For example, an odds ratio of 1.7 in proportional odds OLR would be interpreted as follows: the odds of a participant being in one category is 1.7 times greater than the odds of that participant being in any lower category. Data were analyzed using the statistical software package, Stata.25,26

### RESULTS AND DISCUSSION

#### Basic Participant Demographics

The survey was completed by 1546 participants (35% female; 15 ± 9 average years of teaching experiences; 21% two-year, 51% four-year, and 28% doctoral). Detailed demographic information and statistical analyses of the sample of participants based on institution type, sex, number of years teaching, area of specialization, and use of ACS Exams have been reported elsewhere.7 To validate the self-reported familiarity data reported herein, the entire dataset of participants was combined. Statistical analysis of the analogy question responses by demographic information are provided in the Supporting Information.

#### Analogy Question Responses

Of the four answer choices available for the analogy question (Figure 2), only two correspond to correct analogy pairs: *validity and accuracy* and *reliability and precision*. Because participants were asked to choose “all that apply”, responses ranged from leaving the question blank ($N = 99$; 6%) to choosing one ($N = 560$; 33%), two ($N = 828$; 54%), or three options ($N = 10$; 0.6%) to choosing all four options ($N = 49$; 3%).

Participants were categorized into four ordered groups based on their answers to the analogy question (Table 2). The first (lowest) group ($N = 99, 6\%$) consisted of participants who left the question blank. Participants in the “incorrect” category, the second lowest group ($N = 455, 29\%$), included (i) those who chose three or four response options, (ii) those who chose two response options and one or both of those options were incorrect, and (iii) those who chose one response option and it was incorrect. The second highest group ($N = 381, 25\%$) consisted of participants who chose one response only and it was one of the two correct options. Finally, participants who answered the question completely correctly—choosing only the two correct analogy pairs—comprised the final (highest) group ($N = 611, 40\%$). While less than half of the survey participants answered the analogy question with both correct responses, an additional quarter of participants answered with a single correct response.

### Validating Self-Reported Familiarity Data with Analogy Question Responses

While the responses to the analogy question are interesting, the primary purpose of this analogy question was to validate the self-reported familiarity of assessment terms in the final question of the survey (Figure 1). Both *validity* and *reliability* were included in the list of terms; therefore, participants’ reported familiarity with these two terms could be directly compared with their response categories in the analogy question.

For each analogy question response category, participants spanned the range of familiarity for these two terms. For the 604 faculty members who answered the analogy question completely correctly, 6% reported they have never heard either term before, while 22% reported they were completely familiar with these two terms. For the 442 faculty members who answered the analogy question incorrectly, 15% reported that they had never heard these terms before, while 10% reported complete familiarity with these two terms. These data suggest that a larger percentage of faculty members reported complete familiarity with these terms when they answered the analogy question correctly than when they answered it incorrectly. Conversely, a higher percentage of faculty members reported no familiarity with these terms when they answered the analogy question incorrectly than when they answered it correctly.

Another way of comparing the responses is to consider the correctness of the analogy question to the reported familiarity of the two terms (Table 3). For the 181 participants who reported they have never heard of the term *assessment validity*, only 23% answered the analogy item with two correct responses. By contrast, 57% of those participants who reported that they were completely familiar with the term *assessment validity* were in the two-correct category. Further parsing of these data is better considered visually, as provided in Figure 3, which shows the comparison of these data by percentages of participants’ answers to the analogy question based on their reported familiarity with the term *assessment validity*. It is apparent that more participants who reported higher levels of familiarity with the term *assessment validity* answered the analogy question correctly than those participants who reported lower levels of familiarity with this term. The trend in responses is similar for *assessment reliability* (Table 3, not depicted in a figure).

OLR was used to compare the reported familiarity responses to the discrete categories of analogy question responses; details of all comparisons are provided in Table 4. For each assessment term, *validity* and *reliability*, participants who answered the
analogy question completely correctly (checking the correct analogy and not checking the incorrect analogy) are generally roughly twice as likely to report familiarity with these terms in the self-report section of the survey. Nearly all remaining comparisons between groups show no statistically significant difference in the reported familiarity with either term with one exception. Those who correctly answer only the validity analogy item report higher familiarity than those who left the analogy items blank. (Table 4, $\beta = 0.528$; $OR = 1.7$, $p = 0.015$).

Because the OLR analysis shows only one situation where the participants who answered only the assessment validity analogy differ from participants who answered only the assessment reliability analogy question correctly, the designation of the “one-correct” category appears to model the data adequately. In other words, in nearly all cases, the odds of reporting higher familiarity with the terms assessment validity or assessment reliability was not statistically significantly different among faculty members who answered only one analogy relationship correctly, who answered the analogy question incorrectly, or who left the question blank. Thus, as an internal reference for the self-report data, the analogy item serves the function of validating that faculty members who identify these terms accurately also report higher levels of familiarity with the terminology. Anything less than complete correct responses on the analogy items results in lower reports of familiarity, precisely as would be expected.

While Figure 3 provides a summary view of the self-reports of familiarity among the different groups, the visualization does not particularly emphasize this comparative concept. Figure 4 yields more easily visualized comparisons by plotting reported familiarity (from Table 3) of the participants as the cumulative percentage for each group defined by the analogy question. A more detailed description of the cumulative distribution function is provided in the Supporting Information. This visual representation captures the data as expected and allows for a deeper understanding of the differences in familiarity among the various groups.

Table 3. Categories of Responses to the Analogy Question Based on Reported Familiarity of Assessment Terms Validity and Reliability

<table>
<thead>
<tr>
<th>Term</th>
<th>Familiarity Category</th>
<th>Total Responses</th>
<th>Blank (%)</th>
<th>Incorrect (%)</th>
<th>One Correct (%)</th>
<th>Two Correct (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment validity</td>
<td>Never heard</td>
<td>181</td>
<td>19 (10)</td>
<td>68 (38)</td>
<td>53 (29)</td>
<td>41 (23)</td>
</tr>
<tr>
<td></td>
<td>Heard, but unknown</td>
<td>142</td>
<td>8 (6)</td>
<td>50 (35)</td>
<td>38 (27)</td>
<td>46 (32)</td>
</tr>
<tr>
<td></td>
<td>Heard, but not confident</td>
<td>359</td>
<td>30 (8)</td>
<td>110 (31)</td>
<td>93 (26)</td>
<td>126 (35)</td>
</tr>
<tr>
<td></td>
<td>Heard, sense of meaning</td>
<td>596</td>
<td>24 (4)</td>
<td>168 (28)</td>
<td>147 (25)</td>
<td>257 (43)</td>
</tr>
<tr>
<td></td>
<td>Completely familiar</td>
<td>237</td>
<td>9 (4)</td>
<td>48 (20)</td>
<td>46 (19)</td>
<td>134 (57)</td>
</tr>
<tr>
<td>Assessment reliability</td>
<td>Never heard</td>
<td>177</td>
<td>16 (9)</td>
<td>67 (38)</td>
<td>51 (29)</td>
<td>43 (24)</td>
</tr>
<tr>
<td></td>
<td>Heard, but unknown</td>
<td>144</td>
<td>8 (6)</td>
<td>50 (35)</td>
<td>37 (26)</td>
<td>49 (34)</td>
</tr>
<tr>
<td></td>
<td>Heard, but not confident</td>
<td>353</td>
<td>26 (7)</td>
<td>112 (32)</td>
<td>89 (25)</td>
<td>126 (36)</td>
</tr>
<tr>
<td></td>
<td>Heard, sense of meaning</td>
<td>598</td>
<td>30 (5)</td>
<td>163 (27)</td>
<td>151 (25)</td>
<td>254 (42)</td>
</tr>
<tr>
<td></td>
<td>Completely familiar</td>
<td>243</td>
<td>10 (4)</td>
<td>51 (21)</td>
<td>49 (20)</td>
<td>133 (55)</td>
</tr>
</tbody>
</table>

Table 4. Ordered Logistic Regression Analysis Comparing Levels of Reported Familiarity among Groups of Participants Based on Their Answers to the Analogy Question

<table>
<thead>
<tr>
<th>Participants Who Reported</th>
<th>Results by Assessment Term, $\beta$ (OR)</th>
<th>Assessment Validity</th>
<th>Assessment Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Answered both analogy questions correctly</td>
<td>Answered only one analogy question correctly</td>
<td>0.628$^a$ (1.9)</td>
<td>0.528$^a$ (1.7)</td>
</tr>
<tr>
<td></td>
<td>Answered the analogy question incorrectly</td>
<td>0.741$^a$ (2.1)</td>
<td>0.697$^a$ (2.0)</td>
</tr>
<tr>
<td></td>
<td>Did not answer the analogy question (left question blank)</td>
<td>1.080$^a$ (3.0)</td>
<td>0.806$^a$ (2.2)</td>
</tr>
<tr>
<td>Answered only validity analogy question correctly</td>
<td>Answered only reliability analogy question correctly</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>Answered the analogy question incorrectly</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>Did not answer the analogy question (left question blank)</td>
<td>0.528$^a$ (1.7)</td>
<td>b</td>
</tr>
<tr>
<td>Answered only reliability analogy question correctly</td>
<td>Answered only validity analogy question correctly</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>Answered the analogy question incorrectly</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>Did not answer the analogy question (left question blank)</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td>Answered only one analogy question correctly</td>
<td>Answered the analogy question incorrectly</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>Did not answer the analogy question (left question blank)</td>
<td>b</td>
<td>b</td>
</tr>
<tr>
<td>Answered the analogy question incorrectly</td>
<td>Did not answer the analogy question (left question blank)</td>
<td>b</td>
<td>b</td>
</tr>
</tbody>
</table>

$^a p < 0.001$. $^b$Not statistically significant. $^c p = 0.015$. 

Figure 3. Distribution of participants’ answers to the analogy question based on their familiarity with the term assessment validity.
representation highlights the similarity among participants who left the analogy question blank, answered it incorrectly, or answered only one pair correctly. Moreover, these groups of participants reported distinctly lower levels of familiarity than those participants who answered the analogy question correctly (keep in mind that reporting lower levels of familiarity will result in higher plots on the graph).

The OLR analyses suggested that there were two groups of participants based on their reported familiarity: those who answered the question completely correctly (blue line in Figure 4) and those who did not (dashed lines in Figure 4). The self-reported familiarity of faculty members who answered both analogy pairs correctly was statistically different from all other participants. The self-reported familiarity of faculty members who answered only one analogy pair correctly was not statistically different from those who answered it incorrectly or left the question blank. Although the self-reported familiarity was not perfect (i.e., not all faculty members who reported complete familiarity with the terms answered the analogy question completely correctly), the self-reported data appeared to follow a trend that participants who reported higher levels of familiarity answered the analogy question more correctly.

**Trends for the Remaining Assessment Terms**

The trend of greater familiarity was consistent for nearly all 13 terms ($p \leq 0.05$) for participants who answered the analogy question completely correctly relative to participants who did not. However, the terms *item difficulty, factor analysis,* and *variance* showed no statistically significant differences between the faculty members who answered the analogy question completely correctly and those who left it blank. In addition, statistical differences between these two groups of participants could not be determined for the terms *item discrimination, Cronbach’s alpha,* and *ANOVA* because the proportional odds assumption was violated (too few participants in at least one “familiarity” category, see the Supporting Information). Statistical differences could also not be determined—for the same reason—between participants who answered the analogy question correctly and those who answered it incorrectly for the terms *item response theory* and *Cronbach’s alpha.*

While the analogy question only included two terms for directly validating the self-reported data, these two terms were useful for indirectly validating some other terms in the list of assessment jargon. The four terms that could not be indirectly validated had too few participant responses in one or more familiarity category because of two reasons. Three terms (*item discrimination, item response theory,* and *Cronbach’s alpha*) had too few participant responses in high familiarity categories, which indicated that chemistry faculty members were not highly familiar with these terms. The term *ANOVA,* on the other hand, had too few participant responses in low levels of familiarity, which indicated that chemistry faculty members were highly familiar with this term. Indeed, we would expect chemistry faculty members to be quite familiar with *ANOVA* as it is a common statistical technique used in almost all subdisciplines of chemistry.

**CONCLUSIONS**

The addition of a survey question that measured the content knowledge of two terms related to assessment allowed for (i) determination of chemistry faculty members’ understanding of these two terms and (ii) comparison of self-reported familiarity to this measured understanding. The range of responses to the two aspects of the *select-all-that-apply* validation question suggested there might be degrees of understanding related to these two terms. Responses ranged from leaving the question blank, to answering incorrectly, to answering one analogy pair correctly, to answering both analogy pairs correctly.

Yet when participants’ self-reported familiarity with the two assessment terms were analyzed based on their answer category to the analogy question, participants who answered completely correctly (i.e., correctly matching each assessment term with its one analogous laboratory term) were found to report statistically higher familiarity than participants who answered in any other category. Furthermore, there was no statistical difference among the self-reported familiarity levels of participants in any of the not completely correct analogy question categories. Therefore, it appears that the participants’ self-reported familiarity with assessment terminology is consistent with their knowledge of the key terms *validity* and *reliability.* Findings were similar for reported familiarity with the other 11 terms related to assessment. While participants can always choose to overrepresent or underrepresent their responses with self-reported data, the data summarized here suggest that the reported familiarity with the assessment terms accurately represents the current state of assessment terminology familiarity for chemistry faculty members. This structure of chemistry faculty members’ knowledge related to assessment will be analyzed through structural equation modeling using this validated self-reported data.11
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