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Wireless Mesh Network (WMN) has been recognized as a promising step towards the goal of ubiquitous broadband wireless Internet access. By exploiting the state-of-the-art radio and multi-hop networking technologies, mesh nodes in WMN collaboratively form a stationary wireless communication backbone. Data between clients and the Internet is routed through a series of mesh nodes via one or multiple paths. Such a mesh structure enables WMN to provide clients high-speed Internet access services with a less expensive and easier-to-deployment wireless infrastructure comparing to the wired counterparts.

Due to the unique characteristics of WMN, existing protocols and schemes designed for other well-studied wireless networks, such as Wi-Fi and Mobile Ad-hoc Network (MANET), are not suitable for WMN and hence cannot be applied to WMN directly. Therefore, novel protocols specifically designed and optimized for WMN are highly desired to fully exploit the mesh architecture. The goal is to provide high-level Quality-of-Service (QoS) to WMN clients to enable a rich portfolio of wireless and mobile applications and scenarios.

This dissertation investigates the following important issues related to QoS provisioning in WMN: high throughput routing between WMN clients and the Internet, fairness provisioning among WMN clients and network-level capacity optimization. We propose innovative solutions to address these issues and improve the performance, scalability and reliability of WMN. In addition, we develop CyMesh, a multi-radio multi-channel (MRMC) wireless mesh network testbed, to evaluate the capacity and performance of WMN in real world environments. Extensive simulation (using the QualNet simulator) and experimental (over the CyMesh testbed) results demonstrate the effectiveness of the designed protocols. In particular, we learn that the system capacity of WMN can be improved significantly by exploiting the MRMC network architecture and the antenna directionality of radios equipped on mesh
nodes, and our proposed fulfillment based fairness is a reasonable notion for fair service provisioning among WMN clients. Moreover, we report the encountered problems, key observations and learned lessons during the design and deployment of CyMesh, which may serve as a valuable resource for future MRMC WMN implementations.
CHAPTER 1. INTRODUCTION AND RESEARCH GOALS

1.1 Introduction

The tremendous growth of Internet and wireless communication technologies such as cellular networks and Wi-Fi networks is revolutionizing the way people communicate with each other. Cellular networks offer wide coverage and keep us stay in touch when we are away from home and office. However, even with today’s 3G networks, wireless data service remains expensive and slow. In comparison, Wi-Fi offers significantly higher speed wireless data services but its coverage is limited. The gap between cellular and Wi-Fi networks is limiting the popularization of numerous wireless and mobile applications. In order to satisfy the growing demand for fast and affordable Internet access, novel solutions that offer high data rates and wide area coverage are becoming increasingly desirable.

Wireless Mesh Network (WMN) has emerged as a promising solution to bridge the gap between cellular and Wi-Fi networks and offer last-mile wireless Internet access with guaranteed Quality of Service (QoS). As shown in Fig. 1.1, a typical WMN consists of a collection of wireless mesh nodes including Gateway Nodes (GNs), Mesh Routers (MRs) and Access Points (APs).

- **AP** – mesh node which has Access Point functionality and provides last-hop access services to clients within its coverage area;
- **GN** – mesh node which connects to the Internet through the wired link with much higher bandwidth than the wireless links between mesh nodes;
- **MR** – mesh node which relays traffic between APs and GNs.

By exploiting state-of-the-art radio technology, these mesh nodes collaboratively form a stationary wireless communication backbone. In WMN, data (primarily between clients and the Internet) is routed
1. How to select the best point-to-point route with the highest throughput?
2. How to provide fair services to clients?
3. How to evaluate the capacity and performance of WMN in real world environments?
4. How to design and optimize routing and channel assignment jointly for QoS provisioning?

Figure 1.1 Illustration of WMN and problems studied in this dissertation

Through a series of mesh nodes via one or multiple paths. Such a mesh structure enables WMN to (1) provide clients high-speed Internet access services with a less expensive and easier-to-deploy wireless infrastructure compared to the wired counterparts; and (2) significantly extend the coverage area of traditional Wi-Fi networks and provide wide-area coverage for Internet-based mobile applications.

Due to the unique characteristics of WMN, existing protocols and schemes designed for other well-studied wireless networks architectures, such as Wi-Fi and MANET (Mobile Ad-hoc Network), are not suitable for WMN and hence cannot be applied to WMN directly. For example, WMN differs from the traditional Wi-Fi in that each node in WMN may be equipped with multiple radios instead of a single radio, while end-to-end communication usually involves multi-hop transmissions. Compared to MANET, the mesh nodes in WMN are mostly stationary and have no energy constraints. Promising but challenging, creating a seamless wireless mesh environment involves research in many aspects such as capacity enhancement, multi-hop routing and service fairness. Therefore, careful system-level network planning, management and optimization are needed to fully exploit the mesh architecture.
1.2 Problem statement and research goals

In this dissertation, we study the following important issues related to QoS provisioning in WMN: high throughput routing, fairness provisioning among WMN clients and network-level capacity optimization with consideration of practical limitations. Further, we design and implement a multi-radio multi-channel (MRMC) WMN testbed to evaluate the capacity and performance of WMN in real world environments. We aim to identify the critical issues that affect the QoS in current-generation wireless networks and propose innovative solutions that can offer better performance, scalability and reliability for WMNs.

1.2.1 High throughput routing metric

With the increasing bandwidth demand of Internet applications, high throughput provisioning becomes more and more challenging especially for large-scale wireless networks considering the interference and scalability issues. Despite the fact that multiple non-interfering frequency channels are available to IEEE 802.11 devices [1], most existing 802.11-based multi-hop wireless networks follow the single-radio single-channel (SRSC) paradigm, where each node is equipped with a single radio interface and all radio interfaces operate on the same frequency channel at any given time. Such system often suffers low channel utilization and poor system throughput.

Recently, the MRMC network architecture has been recognized as one of the promising approaches to improve the system throughput of 802.11-based multi-hop wireless networks. In comparison to the traditional SRSC network architecture, each node is now equipped with multiple radio interfaces and each radio interface may operate on one of multiple available non-interfering frequency channels. Moreover, the rate adaptation capability [2, 3] of an 802.11 device allows it to adjust its transmission rate dynamically to the varying link quality between itself and the receiving node.

On the other hand, the MRMC network architecture has presented many new research challenges, such as optimal channel assignment, coordination among neighboring nodes, high throughput routing, etc. In the first part of this dissertation, we focus on the routing problem in MRMC networks. We study existing popular routing metrics and find that the desired routing metric for MRMC networks should account for three fundamental factors: transmission rate, link quality, and channel diversity.
Unfortunately, none of the existing routing metrics considers all of the three factors thus cannot make correct decision on high throughput route selection. Our goal is to propose a new routing metric with the following considerations:

1. The proposed routing metric must take into account all the factors that may affect the end-to-end throughput of a multi-hop route in MRMC WMNs, including link quality, transmission rate and channel diversity.

2. Design of the routing metric should take the advantage of multiple available channels in the network to minimize co-channel interference and optimize spectrum and spatial reuse.

3. The proposed routing metric should be light-weight in terms of computational complexity, so one can easily apply it to existing routing protocols.

1.2.2 Fairness provisioning among clients in WMNs

Fair allocation of system resource among clients is one of the critical issues that affects the QoS in WMNs. Although there has been significant research on the fairness issues in both wired and wireless networks, there is little research on resource allocation in WMNs. Fairness provisioning and throughput optimization are both desired in WMNs, unfortunately, they are two imperative issues and hence difficult to be achieved simultaneously. For example, maximizing the total system bandwidth optimizes for the overall usage of network resources. However, this criterion may starve a client in favor of several other clients. Max-min bandwidth fairness is proposed to address such issues when there is resource requirement conflict. The goal of max-min fairness is to maximize the bandwidth allocated to the client which receives least bandwidth. However, if two clients are demanding distinct resources and there are no conflicts between their requirements, then a guarantee on the minimum assigned bandwidth may lead to waste on the system resource. Therefore, a well-defined fairness objective function and the corresponding service provisioning schemes are critical to address these issues.

In the second part of this dissertation, we study the problem of fair service provisioning among the clients in WMNs. Typically, a WMN consists of multiple APs, while a client may associate with one of them according to certain criteria. For example, each client selects the AP with the strongest signal
strength as in today’s WLANs. Without a well-defined fairness notion and provisioning mechanism, such un-planned association scheme may lead to significant performance degradation. Ideally, the network resource should be allocated to each client in an egalitarian manner to avoid starving one client while allocating all resources to others. The problem we study in this part can be considered as a multi-AP WLAN where the APs collaborate with each other and have controls over all AP-clients association. The objectives of this study are to: (1) define an appropriate fairness notion for achieving a balance between fairness and throughput optimization in systematic way, and (2) develop the corresponding schemes to implement it.

Two fairness notions have been proposed based on max-min criterion for such multi-AP WLANs: Bandwidth-based Fairness (BbF) and Timeshare-based Fairness (TbF). Unfortunately, our studies show that both of them could lead to serious system throughput degradation. Specifically, we identify the performance anomaly problem inherited with Bandwidth-based fairness BbF and the association anomaly problem inherited with Timeshare-based fairness TbF. Our investigation motivates the need for defining a more fitting fairness notion to address the problems associated with BbF and TbF, and developing efficient algorithms for implementing it.

### 1.2.3 Wireless mesh network testbed

In most wireless network research, performance evaluation has been addressed through numerical analysis and simulations. Although simulation offers a convenient combination of flexibility and controllability, there exists significant evidence that simulation results could be difficult to transfer into reality. The main reason is that most simulations are based on simplistic assumptions or abstracted models which neglect many factors that could affect the performance of real world networks. To study the potential capability and performance of WMNs in real world, experimentation is probably the most reliable method. Therefore, it is highly desired to build a WMN testbed to create a proof-of-concept prototyping platform to facilitate a broad range of experimental research in WMN. This could help us to test the effectiveness and efficiency of our proposed schemes and verify the theoretical analysis as well as simulation results. In the third part of this dissertation, we describe the design and implementation of a MRMC WMN testbed with the following design goals:
• Reliability and Robustness: to maintain network connectivity with unmanned operation.

• Flexibility: for easy tuning of basic network parameters and implementation of new routing components.

• Scalability and Efficiency: to minimize the induced overhead and keep the network scalable.

• Reproducibility: to produce similar results with similar environments and configurations.

• Visualization and Monitoring: to understand the network topology and monitor node/link conditions in real-time.

• Remote Configuration and Management: to allow users to remotely manage or configure the network and carry out experiments.

• Cost-efficiency: to keep cost reasonably low without compromising the desired capabilities and functionalities.

1.2.4 Network design and capacity optimization

Our simulation and experimental results from previous studies indicate that: (1) network-level design and capacity optimization are critical to achieve efficient radio resource usage in MRMC WMNs; (2) with omni-directional antennas used on most IEEE 802.11 devices and limited number of non-overlapping channels in 802.11, system capacity of multi-hop WMNs is inevitably affected by the interference between multiple simultaneous transmissions. It has been well known that interference among transmissions operating on the same frequency channel could be alleviated by using multiple radios on each mesh node and by assigning different channels to each radio, thus enabling more concurrent transmissions using directional antennas on each mesh node could further improve the system throughput via alleviating the interference between nearby nodes thus allowing more concurrent transmissions in the network.

In the fourth part of this dissertation, we propose a joint routing and channel assignment algorithm for multi-hop WMNs with directional antennas, which is designed to enhance both spatial and
frequency reuse for optimizing the performance of WMNs. Moreover, the design of the proposed algorithm take into account practical constraints to enable feasible implementation.

1.3 Summary and organization

Despite the numerous advantages and promising future of WMN, there are many research challenges that remain unresolved and require considerable research effort. In this dissertation, we focus our research on QoS provisioning in WMNs and approach related problems with both theoretical and experimental methodologies. Our research goal is to make WMN reach its full potential and become a robust and viable wireless Internet access technology.

The rest of the dissertation is organized as follows. In Chapter 2, we present our research on routing metric design for MRMC WMNs. A new fairness metric addressing the anomalies inherent with the existing fairness notions is proposed in Chapter 3. In order to evaluate the proposed schemes in real world environments, we have developed and deployed CyMesh, a multi-hop WMN testbed using off-the-shelf IEEE 802.11 devices, which is described in detail in Chapter 4. In Chapter 5, we present a network-level design and optimization framework for capacity optimization in WMNs with directional antennas. We summarize our research contributions and conclude the dissertation in Chapter 6.
CHAPTER 2. DESIGN OF ROUTING METRIC FOR MRMC WMNs

2.1 Introduction and motivation

MRMC network architecture enables potential capacity improvement in multi-hop wireless networks. It has also presented many new research challenges such as optimal channel assignment, coordination among neighboring nodes, high-throughput routing, etc. In this chapter, we study the routing problems for high-throughput in MRMC wireless networks.

Routing in multi-hop wireless networks has received a lot of attention from the various points of view. The authors of [4, 5] propose an MCR (Multi-Channel Routing) scheme that includes an interface assignment strategy and a routing protocol to utilize all available channels effectively in multi-channel multi-interface wireless networks. The routing metric used in MCR accounts for channel diversity and interface-switching cost, however, it cannot fully exploit the MRMC feature because: (1) link quality and bandwidth are not jointly considered in the MCR routing metric; and (2) MCR is based on the hop-distance-based channel interference model and, hence, may suffer from the zigzag-route issues.

There are several recent work [6, 7] that perform theoretical analysis on joint optimization of channel assignment and routing in MRMC wireless networks, which is different from the issues we address in this work.

We start the investigation by examining the existing routing metrics in MRMC wireless networks. There are three fundamental factors to be considered when designing a routing metric for such networks: transmission rate, link quality, and channel diversity. The popular hop-count routing metric (HOP) does not perform well in MRMC wireless networks. The reason is that HOP does not consider any of the three fundamental factors. In [8], the authors propose a routing metric for SRSC wireless networks, called the cumulative expected transmission count (ETX), which takes into account the link quality factor. In [9], WCETT (weighted cumulative expected transmission time) routing metric is pro-
posed specifically for MRMC wireless networks. It calculates the ETT (expected transmission time) of each hop and makes the routing decision based on the cumulative ETT (CETT) along with the channel diversity of each candidate route. However, channel diversity is characterized indirectly by the sum of ETTs of hops operating at the bottleneck frequency channel (BETT). The tradeoff between CETT and BETT is indicated by a weight $\beta$:

$$WCETT = (1 - \beta) \cdot CETT + \beta \cdot BETT.$$  \hspace{1cm} (2.1)

Unfortunately, WCETT metric may not be adequate to reflect the actual channel-diversity level of a route. Under certain circumstances, two candidate routes with different channel-diversity patterns may have the same WCETT value and WCETT cannot differentiate them.

The inherent drawbacks of existing routing metrics motivate us to design a new routing metric which considers all three fundamental factors aforementioned when making routing decision and achieve high throughput.

### 2.2 Problem definition and assumption

The problem is formulated as follows. Given (1) a pair of source and sink nodes in a MRMC WMNs, (2) link quality information of all links, and (3) predetermined channel assignment information, the goal is to design a routing metric to achieve high end-to-end route throughput. Moreover, we assume that if the two radios on the same node operate on different frequency channels, then they can transmit or receive simultaneously without interfering each other.

### 2.3 Proposed routing metric

In this work, we propose a new routing metric called AETD (adjusted expected transfer delay) for high throughput route selection in MRMC WMNs. The work is inspired by the following observation: by selecting a route on which hops operating on the same frequency channel are separated as far as possible, the interference and channel contention may be minimized, hence improving the system throughput. The key idea of AETD is to make the routing decision based on the expected end-to-end transfer delay of a single packet as well as the expected interval between consecutive packet arrivals,
which serves as a good indicator of the channel-diversity level. As a result, AETD is able to identify the routes with better channel diversity and make the appropriate routing decision.

2.3.1 Adjusted expected transfer delay (AETD)

When a sequence of packets are transmitted from a source node to a destination node, the achieved throughput is determined by the following features of the selected route:

- ETD: the expected end-to-end transfer delay of a single packet;
- EIA: the lower bound of the expected interval between consecutive packets arrivals at the destination node.\(^1\)

Apparently, an ideal route shall have a small ETD as well as a small EIA.

ETD is affected by the following: (1) the hop count of the route; and (2) the bandwidth and link quality of each hop along the route that determine the per-hop transmission rate and transmission time. A shorter route (measured in hops) does not necessarily yield a smaller end-to-end transfer delay. It is likely that a smaller hop count implies a longer average hop distance and, consequently, lower transmission rates and larger overall transfer delay. On the other hand, a route with a larger hop count but shorter average hop distance may instead yield a smaller end-to-end transfer delay.

EIA is affected by the following: (1) the channel diversity of the route; and (2) the bandwidth and link quality of each hop along the route that determine the per-hop transmission rate and transmission time. A more channel-diverse route experiences less interference as packet transmissions on different channels do not interfere with each other. In the extreme case when the route is perfectly channel-diverse, i.e., when packet transmissions on any two hops along the route do not interfere with each other — either because they are far apart from each other or because they operate on different frequency channels, packet transmissions on each hop may proceed successfully at the same time without encountering any channel contention and the consequent contention resolution procedure. Hence, a very short interval between consecutive packet arrivals is expected under such scenario, which equals the maximum single-hop transmission time along the route.

\(^1\)EIA is obtained by assuming perfect contention resolution among contending stations. We choose not to include the contention resolution time in EIA as this would depend on the implementation details of the underlying MAC layer protocol.
2.3.2 Calculations of ETD and EIA

Let $N_r = \{0, 1, \cdots, k\}$ denote the node sequence along route $r$ of $k$ hops from the source node 0 to the destination node $k$. Let $H_r = \{h_1, h_2, \cdots, h_k\}$ denote the corresponding hop sequence along route $r$, and let $h_i$ represent the hop between nodes $(i - 1)$ and $i$. For each hop $h_i$, let $C_{h_i}$ denote the frequency channel nodes $(i - 1)$ and $i$ use to communicate with each other, and let $ETT_{h_i}$ denote the expected packet transmission time over hop $h_i$.

Then, $ETD_r$, the expected end-to-end transfer delay of a single packet over route $r$ is simply

$$ETD_r = \sum_{h_i \in H_r} ETT_{h_i}. \quad (2.2)$$

The calculation of $EIA_r$, the lower bound of the expected interval between consecutive packet arrivals over route $r$, varies with the interference model. There are two types of interference models: physical-distance-based interference model and hop-distance-based interference model. The physical-distance-based interference model reflects the actual interference phenomenon in the network, while the hop-distance-based interference model makes the following assumptions to simplify the modeling of the interference:

- Packet transmissions may only interfere with each other if they operate on the same frequency channel and are within the interference distance;

- The interference distance is measured in hops and is calculated as:

$$\text{interference distance} = \left\lceil \frac{\text{interference range}}{\text{average hop distance}} \right\rceil. \quad (2.3)$$

Unfortunately, these assumptions may not hold under certain circumstances. Next, we explain this problem by comparing two routes shown in Fig. 2.1(a).

The interference range of packet transmissions from nodes 3 to 4 is shown as the dashed circles in Fig. 2.1(a). Then, according to the hop-distance-based interference model, the interference distance is 2 hops. Clearly, the 2-hop interference distance holds in Fig. 5.1(a) with a straight-line route while in Fig. 5.1(b), due to the zigzag nature of the route, packet transmissions from nodes 0 to 1 are interfered by packet transmissions from nodes 3 to 4 although they are 3 hops apart.
In general, it is not trivial to incorporate the physical-distance-based interference model into the routing metric, since it requires complicated message exchanges between neighboring nodes and more traffic flow information maintained at each node. In this study, our calculation of $\text{EIA}_r$ is based on the hop-distance-based interference model with special considerations to counter the above-described problem associated with the hop-distance-based interference model. The calculation details of $\text{EIA}_r$ are as follows.

Firstly, we define $\text{EIA}_{r(i)}$ as the expected interval between consecutive packet arrivals from node $i$ to destination node $k$ ($k > i$) along route $r$, which may be calculated recursively as follows:

\[
\text{EIA}_{r(i)} = \begin{cases} 
\text{ETT}_{h_k} & \text{if } i = k - 1, \\
\text{ETT}_{h_{i+1}} + \text{EIA}_{r(i+1)} & \text{if } \exists i + 1 < j \leq \min \{i + m + 1, k\} \text{ such that } C_{h_{i+1}} = C_{h_j}, \\
\max \{\text{ETT}_{h_{i+1}}, \text{EIA}_{r(i+1)}\} & \text{else,}
\end{cases}
\]

(2.4)

where $m$ is the interference distance (measured in hops) in the hop-distance-based interference model. The “+” operation in Eq. (2.4) accounts for the fact that, when some packet transmissions from node $(i + 1)$ to the destination interfere with the packet transmission over hop $h_{i+1}$, both transmissions may not succeed at the same time. On the other hand, the “max” operation in Eq. (2.4) corresponds to the perfect pipelining between packet transmissions over hop $h_{i+1}$ and from node $(i + 1)$ to the destination when they do not interfere with each other. Then, $\text{EIA}_r$ is simply a special case of $\text{EIA}_{r(i)}$ when $i = 0$:

\[
\text{EIA}_r = \text{EIA}_{r(0)}.
\]

(2.5)

Note that, given two routes with the same ETD, the one with better channel diversity or with a better
channel-diversity pattern shall have a smaller EIA.

Based on the above analysis, we propose a new routing metric, called AETD (adjusted expected transfer delay), that combines ETD and EIA:

\[ \text{AETD} = (1 - \alpha) \times \text{ETD} + \alpha \times \text{EIA} \]  

where \( \alpha \) is a tunable parameter between 0 and 1. The \( \alpha \) value in ATE should be kept small. The reason is that with a small \( \alpha \) value, only the routes with fairly small end-to-end transfer delay may be selected, meaning that the selected route has few hops and is less zigzag. Consequently, the problem associated with the hop-distance-based interference model could be alleviated.

2.3.3 Case study

We use a simple example to illustrate different route selections with different routing metrics, including HOP, ETX, WCETT, and AETD. Fig. 2.2 shows the network topology and each communication link in the network is characterized by its operating frequency channel \( (C) \), the expected transmission count \( (\text{etx}) \), and the expected transmission time \( (\text{ETT}) \) over the link. Assume that the interference distance is two hops, meaning that, if packet transmissions are within two hops from each other, they interfere and cannot succeed at the same time.

![Figure 2.2 An example network topology](image)

Table 2.1 lists three possible routes from nodes a to f: \([a-b-c-f]\), \([a-b-c-d-f]\), and \([a-b-c-e-f]\), and compares their respective routing metric values under different routing schemes. Both HOP and ETX select the shortest route \([a-b-c-f]\) but with the largest end-to-end transfer delay of 13.

Unfortunately, WCETT is unable to distinguish between routes \([a-b-c-d-f]\) and \([a-b-c-e-f]\), regardless of the \( \beta \) value, although these two routes show different channel-diversity patterns. Note that route
Table 2.1 Route selections with different routing metrics

<table>
<thead>
<tr>
<th>available routes</th>
<th>routing metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HOP</td>
</tr>
<tr>
<td>[a-b-c-f]</td>
<td>3</td>
</tr>
<tr>
<td>[a-b-c-d-f]</td>
<td>4</td>
</tr>
<tr>
<td>[a-b-c-e-f]</td>
<td>4</td>
</tr>
<tr>
<td>route selection</td>
<td>[a-b-c-f]</td>
</tr>
</tbody>
</table>

[a-b-c-d-f] has the perfect channel-diversity pattern: two hops operating on the same frequency channel of $C = 1$ are placed at the opposite ends of the route. Hence, packet transmissions along this route do not interfere with each other and the perfect pipelining of packet transmissions may be achieved. On the other hand, along the route [a-b-c-e-f], packet transmissions from nodes a to b and from nodes c to e interfere with each other since they operate on the same frequency channel and are within the interference distance.

In comparison, the proposed AETD routing metric considers explicitly the channel-diversity pattern of a given route and, hence, is able to select the more channel-diverse route if available. As shown in the example, AETD recognizes the better channel diversity-pattern of route [a-b-c-d-f] and makes the right route selection.

2.4 Performance evaluation

We evaluate the effectiveness of the proposed AETD routing metric using the QualNet simulator [10].

2.4.1 Simulation setup

The simulated network is a square flat area with wireless nodes uniform-randomly deployed inside the network. All nodes are static. The source and destination nodes sit at the lower-left and upper-right corners of the network. Each simulated node is equipped with two IEEE 802.11b [3] radio interfaces. The operation of the radio interfaces conform to the following rules:

- A link-quality-based rate adaptation scheme is employed at each radio interface so that it may
operate at one of the four available 802.11b transmission rates: 1 Mbps, 2 Mbps, 5.5 Mbps, and 11 Mbps; the corresponding maximum transmission ranges for different rates are 249 m, 161 m, 146 m, and 103 m, respectively;

- Each pair of radio interfaces on neighboring nodes may communicate with each other via one of multiple available non-interfering frequency channels, and the channel assignment is random.

We evaluate and compare the throughput performance of the following routing metrics: (1) hop count (HOP); (2) cumulative expected transmission count (ETX); (3) cumulative expected transmission time (CETT); (4) weighted cumulative expected transmission time (WCETT) with $\beta = 0.2, 0.4, 0.6, 0.8, \text{ and } 1.0,$ respectively; and (5) the proposed AETD routing metric with $\alpha = 0.025, 0.05, 0.1, 0.2, 0.4, 0.8, \text{ and } 1.0,$ respectively. Note that CETT is equivalent to WCETT with $\beta = 0.0$ and AETD with $\alpha = 0.0$.

We conduct the simulation with various node densities, network sizes, numbers of available channels, and node deployment patterns. In each simulation run, the source node sends 1000 UDP packets to the destination node. The source data rate is set high enough to saturate the network and, in order to have a fair comparison of the testing schemes, the queue size of each wireless node inside the network is set to infinite to avoid packet dropping caused by queue overflow. The packet size is 1024 octets.

2.4.2 Random deployment without obstacles

In the first part of the simulation, we compare the testing schemes when there are no obstacles inside the network. Each point in the figures is averaged over 100 simulation runs.

2.4.2.1 Effects of $\beta$ in WCETT

We first evaluate the effects of the $\beta$ parameter in WCETT and show the results in Fig. 2.3. The node density is fixed at 200 nodes/km$^2$ and the number of available channels is three. The network size varies from $(125 \text{ m } \times \text{ 125 m})$ to $(2 \text{ km } \times \text{ 2 km})$, which correspond to the average path length of 2.6, 4.8, 10.3, 20.5, and 40 hops, respectively.

As shown in the figure, when the network size is small, WCETT shows throughput improvement over CETT. However, when the network size increases and the average path length becomes large, the
throughput performance of WCETT (with a non-zero \( \beta \) value) is comparable or even worse than that of CETT, which is consistent with the observations in [9]. In the following simulation runs, we fix the \( \beta \) value to 0.2.

### 2.4.2.2 Effects of \( \alpha \) in AETD

We also study the effects of the \( \alpha \) parameter in the proposed AETD routing metric. The node density is fixed at 200 nodes/km\(^2\) and the network size is fixed to be (2 km \( \times \) 2 km). The number of available channels is three. Simulation results are plotted in Fig. 2.4.

In general, AETD metrics with smaller \( \alpha \) values yield higher throughput than CETT, and the highest throughput is achieved when \( \alpha = 0.05 \). On the other hand, the AETD throughput starts decreasing when \( \alpha \geq 0.1 \) and reaches the lowest point when \( \alpha = 1.0 \). This is because, with a larger \( \alpha \) value, AETD is more concerned about the channel diversity along the route and, as a result, a zigzag route may be selected. This observation supports our earlier statement that choosing a small \( \alpha \) value is critical to counter the inherent problem associated with the hop-distance-based interference model by avoiding zigzag routes.

We have also noticed similar trends with various node densities, network sizes, and numbers of available channels. The only difference is that, with different network configuration, the highest AETD throughput may be achieved with different small \( \alpha \) values. Overall, \( \alpha = 0.05 \) seems to be a good choice.
and hence will be used in all following AETD simulation runs.

### 2.4.2.3 Effects of Node Density

In this set of simulation runs, we vary the node density in the network from 50 nodes/km$^2$ to 200 nodes/km$^2$. The network size is (2 km $\times$ 2 km) and the number of available channels is three. Simulation results are plotted in Fig. 2.5.

![](image1.png)

**Figure 2.5** Throughput comparison with various node densities

It is interesting to see that the throughput of HOP does not change with the node density. This is
simply because the HOP metric always selects the route with minimum number of hops even when the nodes are densely-deployed in the network. We have a similar observation on ETX but with different rationale behind it. Since each node has the rate-adaptation capability, it can always lower its transmission rate, whenever necessary, to communicate with a far-away neighboring node in a sparse network, while maintaining a similar transmission count. For this reason, the node density in the network has minimum impact on the route selection by ETX.

As expected, AETD has the best throughput performance with each simulated node density and the performance improvement of AETD over CETT and WCETT becomes more significant as the node density increases. This is because, with more nodes deployed in the network, there are more routes available between the source and the destination nodes. Hence, it is more likely for AETD to find a route (1) with similar end-to-end transfer delay as that of the route selected by CETT or WCETT, and (2) with much better channel diversity. As shown in the figure, AETD outperforms CETT by 15.4% and 16.7%, and outperforms WCETT by 12.3% and 22.1%, when the node density increases to 150 and 200 nodes/km$^2$, respectively.

### 2.4.2.4 Effects of Network Size

Fig. 2.6 shows the simulation results with various network sizes: (125 m $\times$ 125 m), (250 m $\times$ 250 m), (500 m $\times$ 500 m), (1 km $\times$ 1 km), and (2 km $\times$ 2 km). The node density is fixed at 200 nodes/km$^2$ and the number of available channels is three.

In general, as the network size increases, the throughput decreases for all testing schemes. This is because the increasing distance between the source and destination nodes requires more packet relays in the network and creates potentially more interferences and channel contentions along the route. Note, however, that the throughput performance of AETD is least affected by the increasing network size, because the AETD metric favors the routes with good channel diversity, which may ameliorate the channel contention problem caused by the increased route length.
Figure 2.6 Throughput comparison with various network sizes

2.4.2.5 Effects of Number of Available Channels

Fig. 2.7 shows the simulation results with various numbers of available channels. The network size is \((2 \text{ km} \times 2 \text{ km})\) with the node density of 200 nodes/km\(^2\).

We have two observations. First, since neither HOP nor ETX considers channel diversity when making the routing decisions, both of them show marginal, if any, performance improvement when more communication channels are available for assignment in the network.

Secondly, when all the radio interfaces operate on the same frequency channel, i.e., when the number of available channels is one, AETD, CETT, and WCETT are equivalent. As the number of available channels increases, AETD, CETT, and WCETT all show significant performance improvement but due to different reasons. Recall that the communication channels between neighboring nodes are randomly assigned in our simulation. Therefore, with more channels assigned randomly in the network, the route selected by CETT may have better channel diversity. In other words, CETT benefits implicitly from the increasing number of available channels. WCETT takes into consideration the channel diversity in its routing metric, however, indirectly through its BETT component. In comparison, channel diversity is considered explicitly in the AETD metric, which allows AETD to take full advantage of the increasing number of available channels and achieve more performance improvement. As shown in the figure, the throughput improvement for AETD is 18.5% in comparison to 14.7% for CETT and 16.0% for WCETT when the number of available channels increases from three to five.
2.4.3 Random deployment with obstacles

In the second part of the simulation, we compare the testing schemes when there are some obstacles inside the network. Fig. 2.8 shows an example topology of such network: the blank areas correspond to obstacles where nodes are uniform-randomly deployed around them. We simulate 30 different scenarios and the results are plotted in Fig. 2.9.

As shown in Fig. 2.8, all routes are forced to detour around the obstacles. The routes selected by AETD, CETT, and WCETT are longer (measured in hops) than those selected by HOP and ETX, but with much shorter expected interval and/or delay performances. Therefore, as shown in Fig. 2.9, AETD, CETT, and WCETT all achieve significantly higher throughput than HOP and ETX in each simulated network topology. Moreover, because of better channel diversity in the AETD routes, AETD yields a higher throughput than CETT and WCETT in most of the simulated scenarios (shown in Fig. 2.9).

2.4.4 Summary

Based on the observations from the simulation results, we summarize the effectiveness of AETD as follows:

- AETD considers explicitly the channel diversity when making the routing decision. For this rea-
it achieves significantly higher throughput than HOP and ETX while outperforming CETT and WCETT in most simulated scenarios;

- It is critical to choose a small $\alpha$ value in AETD;

- AETD is most suitable for routing in wireless networks with high node densities and/or large numbers of available channels;

- With a well-planned channel assignment, AETD may achieve even higher throughput enhancement over other routing metrics.

### 2.5 Conclusion

In this chapter, we investigate the routing issues in MRMC WMNs. A new AETD (adjusted expected transfer delay) routing metric is proposed to take into account the expected end-to-end transfer delay of a single packet as well as the expected interval between consecutive packet arrivals. Both
analysis and simulation results suggest that the expected interval between consecutive packet arrivals is a good indicator of the actual channel-diversity level of a given route.

We compare the throughput performance of AETD via simulation against four well-known routing metrics: HOP (hop count), ETX (cumulative expected transmission count), CETT (cumulative expected transmission time), and WCETT (weighted cumulative expected transmission time). Simulation runs are conducted under various node densities, network sizes, numbers of available channels, and node deployment patterns, and results show that AETD consistently outperforms other routing metrics in term of throughput provisioning.

Possible extension includes using statistical link quality estimation and considering inter-flow interference in multi-flow scenarios. It is also desirable to incorporate an effective channel assignment scheme to work with AETD to minimize the impact of interference and improve throughput.
CHAPTER 3. FAIRNESS PROVISIONING AMONG CLIENTS IN WMNs

3.1 Introduction

In computer networks, fairness has been used as a criterion to guide the design of resource allocation scheme and traffic controls. The notion of fairness has evolved over time, from simple equality to a form of equality modulated by the user’s need. However, it is difficult to judge if a fairness notion itself is “fair” or not. For example, in current widely deployed protocols like weighted fair queuing, TCP congestion control and TCP-friendly rate control, “flow rate fairness” is employed for fair resource allocation [11–14], which subjects fairness congestion control on a per-flow basis. On the other hand, some researchers [15] argue that comparing flow rates (i.e. flow rate fairness) should not be used for claims of fairness in wireless networks. Instead, one should judge fairness mechanisms on how they share out the “cost” of each user’s actions on others.

In this study, we investigate the fair service provisioning and intelligent association problems in the “last-hop” connections of WMNs. As shown in Fig. 1.1, a typical WMN consists of multiple access points (APs), and a client may associate with one of the APs to access the Internet through the mesh backhaul. Since the association decision is made at each client independently, it is possible that multiple clients associate with the same AP, which may lead to significant performance degradation. Our objective is to provide intelligent association control between the clients and APs in order to efficiently utilize the system resource while maintaining a certain level fairness among clients. We assume that the setup of the mesh backhaul is perfect such that each AP operates as it is directly connected to the Internet\(^1\). Therefore, the scenario we study can be considered as a multi-AP WLAN, and our goal is to find an appropriate fairness notion and develop feasible schemes to implement the fairness notion. In the rest of this Chapter, we use “multi-AP WLANs” to refer to the “last-hop” part

\(^1\)This assumption can be easily extended and adopted to WMNs with bandwidth limitations on each AP.
of WMNs for simplicity.

In such multi-AP WLANs, maximum system throughput could be achieved if each AP is assigned a non-interfering frequency channel\(^2\) and serves a single client with the highest data rate (among all clients that are associated with this AP) while other clients are starved. The IEEE 802.11 standard multi-access protocol attempts to achieve long-term max-min bandwidth fairness. Such Bandwidth-based Fairness (BbF) has been studied jointly with maximization of system throughput by many researchers [16–19]. In fact, these two goals create inherent conflicts between them. Moreover, nodes in WLANs may transmit at different rate because: (1) the IEEE 802.11 “auto-rate” mechanism will select “appropriate rate” for a node based on distance, channel condition and other factors; and (2) different technologies offer difference maximum transmitting rate (e.g. 11 Mbps for 802.11b and 54 Mbps for 802.11a). When data rates diversity exists, the node transmitting at lower data rates will consume more air time. Obviously, such max-min bandwidth fairness does not translate to max-min timeshare fairness, and may cause significant system throughput degradation.

In [20], the author proposes “Proportional Fairness” which seeks a tradeoff between fairness and throughput. The idea is to assign each user sufficient bandwidth without unduly restricting the amount of bandwidth available to other users. Formally, proportional fairness to maximize the weighted sum of the logarithm of the bandwidth allocation. Sadeghi et al. [21] and Tan et al. [22] study the proportional fairness problem for single-AP WLANs. They proposed “Timeshare-based Fairness” (TbF) which assigns the channel access timeshare to each client in a fair manner, regardless of transmitting rate. These schemes can efficiently prevent high-rate users from being “dragged down” by low-rate users in single-AP scenario. Furthermore, Jiang [23] et al. have shown that proportional fairness in bandwidth usage is equivalent or close to max-min fairness in air-time usage. That is, given a fixed number of clients (ignoring the all the protocol overhead), the throughput of one client is independent of the data rates used by other clients, if proportional fairness is achieved. They also investigate approaches to achieving proportional fairness in both WLANs and ad hoc networks.

Unfortunately, the work mentioned above do not consider the problem of network-wide proportional fairness in multi-AP scenarios. A generalized proportional fairness problem is formulated in [24]

\(^2\)In this scenario, each AP operates on an administrator-assigned frequency channel and each client typically associates with an AP. All communications between an AP and its associated clients occur on the channel assigned to the AP.
for 3G wireless data networks, but the proposed mechanism cannot be easily applied to WLANs. Recent work [25] studies the proportional fairness problem in multi-rate multi-AP WLANs. Two approximation algorithms are proposed which yield tight worst-case guarantee for the NP-hard problem. Unfortunately, since most commercial WLAN devices do not allow modification in the protocol, it’s technically challenging to implement “Proportional Fairness” or “Timeshare-based Fairness” in practice. On the other hand, in IEEE 802.11e based networks, it is possible to assign equal TXOP length in each clients or adjusting initial contention windows of different clients. However IEEE 802.11e may not be adequate for guaranteeing QoS in large-scale enterprise environments [26]. Therefore, more control mechanisms will have to reside in centralized servers to ensure fairness.

Once a fairness objective function is determined, the next question is how to achieve such fairness in real networks. Numerous approaches have been proposed to achieve different fairness notions and provide fair service to clients. In multi-AP WLANs, a common approach is load balancing (intelligent association). With the default 802.11 setting, a client always associates with an AP with the strongest RSSI (Received Signal Strength Indicator), i.e., Strongest Signal First (SsF). Clearly, this may lead to unevenly distributed loads among APs and hence potential degradation in aggregate system throughput [26–28]. To address this problem, an effective solution is to consider more parameters in addition to RSSI when making the client-AP association decisions, such as load information of APs, channel variation and interference. Such techniques have been proposed in [29–31].

Another type of approaches is to use the cell breathing technique [32, 33], which allows APs to adjust their coverage areas via varying the transmit power of beacon frames. In [34], the authors proposed an efficient client-based approach for frequency assignment and load balancing in 802.11 WLANs that leads to better usage of the wireless spectrum. The authors of [35] proposed a load balancing algorithm by carefully planning client-AP association to balance load among APs. It has been shown in [35] that, in the fractional association case, a max-min load-balanced association plan results in a max-min fair bandwidth allocation among clients and vice versa. Note that the aforementioned schemes were all designed with fair bandwidth allocation as the target fairness criterion, we expect that our proposed fairness notion could be able to incorporate with these schemes seamlessly.
3.2 Issues of the existing fairness notions

The observation of existing research works motivates us to explore appropriate fairness notions and the corresponding implementation schemes to provide fair services among the clients in WMNs. We model the the “last-hop” part of WMNs as a multi-AP WLAN with assumption of unlimited bandwidth on APs to the Internet. The goal is to seek efficient approaches to achieve them. We begin our research by conducting detailed investigation on the limitations of two aforementioned fairness notions in multi-AP WLANs: Bandwidth-based Fairness (BbF) and Timeshare-based Fairness (TbF).

3.2.1 Limitation of BbF

Given a client-AP association plan, bandwidth allocations of clients are calculated using the simple load calculation model specified in [35], which ignores the transmission overheads such as contention window and backoff time periods. Specifically, let $C$ be the client of our interest and let $A_C$ denote the AP that $C$ is associated with. Furthermore, let $\{A_C\}$ denote the set of clients that are associated with $A_C$. Then the bandwidth allocated to $C$ can be calculated by

$$B_C = \frac{1}{\sum_{C' \in \{A_C\}} \frac{1}{R_{C', A_C}}}.$$  \hspace{1cm} (3.1)

where $R$ is the data rate between two stations. Consider the multi-AP WLAN shown in Fig. 3.1. Two 802.11a [2] APs ($A_1$ and $A_2$) operate on non-interfering frequency channels and two clients, $C_1$ and $C_2$, may be associated with either AP. All stations are running the basic 802.11 DCF. Circles represent APs’ coverage areas with radius of $r$. Each line represents a possible client-AP association and the number near the line represents the data rate (in Mbps) of the corresponding wireless link.

Possible client-AP association plans and the corresponding bandwidth allocations are compared in Table 3.1. Clearly, the best association plan to achieve max-min BbF is to associate $C_1$ with $A_1$, and $C_2$ with $A_2$, respectively. Unfortunately, it results in a system throughput of 21 Mbps, which is only 35% of the maximum possible 60 Mbps. This example clearly shows the performance anomaly with BbF in multi-AP WLANs, where bandwidth allocation to the high-rate client $C_1$ is affected by the low-rate client $C_2$. 
Table 3.1  Bandwidth of different client-AP association plans in Example I

<table>
<thead>
<tr>
<th>Client-AP Association Plan</th>
<th>$B_{C_1}$</th>
<th>$B_{C_2}$</th>
<th>$B_{sys}$</th>
<th>BbF Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>${C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_2}$</td>
<td>12</td>
<td>9</td>
<td>21</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>${C_1 \leftrightarrow A_2, C_2 \leftrightarrow A_1}$</td>
<td>54</td>
<td>6</td>
<td>60*</td>
<td></td>
</tr>
<tr>
<td>${C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_1}$</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>${C_1 \leftrightarrow A_2, C_2 \leftrightarrow A_2}$</td>
<td>7.7</td>
<td>7.7</td>
<td>15.4</td>
<td></td>
</tr>
</tbody>
</table>

3.2.2 Limitation of TbF

TbF was proposed to address the BbF-caused performance anomaly in single-AP WLAN. Rather than allocating fair bandwidth to clients, the goal of TbF is to assign equal channel access time to all clients such that high-rate clients could transmit more data than low-rate clients during the same time period, thus yielding higher system throughput.

Consider the WLAN shown in Fig. 3.2. Two 802.11a APs ($A_1$ and $A_2$) operate on non-interfering frequency channels and there are three clients in the network. $C_2$ may be associated with either AP, but $C_1$ can only be associated with $A_1$, and $C_3$ with $A_2$ respectively. Clients such as $C_1$ and $C_3$ are called 1-AP clients, because they are only able to communicate with a single AP. Similar to the calculation of bandwidth allocation for BbF, timeshare allocated to a client $C$ can be calculated by

$$T_C = \frac{1}{\sum_{C' \in \{A_C\}} \frac{1}{R_{C', A_C}}}.$$  (3.2)

where $R$ is the data rate between two stations. Possible client-AP association plans and the corresponding bandwidth and timeshare allocations are compared in Table 3.2. The best plan to achieve max-min
TbF fairness is to associate \( C_1 \) with \( A_1 \), while \( C_2 \) and \( C_3 \) with \( A_2 \). The resulting system throughput is 24 Mbps, which is significantly lower than the maximum possible 33 Mbps. In this example, association anomaly occurs to \( C_2 \) as it chooses to communicate with \( A_2 \) at the low 6 Mbps rather than communicating with \( A_1 \) at the high 54 Mbps, which is caused by the low-rate 1-AP client \( C_3 \). In general, the presence of low-rate 1-AP clients is one of the main reasons to cause association anomaly.

Table 3.2 Bandwidth and timeshare allocations with different client-AP association plans in Example II

<table>
<thead>
<tr>
<th>Client-AP Association Plan</th>
<th>( B_{C_1} )</th>
<th>( B_{C_2} )</th>
<th>( B_{sys} )</th>
<th>( T_{C_1} )</th>
<th>( T_{C_2} )</th>
<th>( T_{C_3} )</th>
<th>TbF Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_1, C_3 \leftrightarrow A_2} )</td>
<td>13.5</td>
<td>13.5</td>
<td>6</td>
<td>33*</td>
<td>0.25</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( {C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_2, C_3 \leftrightarrow A_2} )</td>
<td>18</td>
<td>3</td>
<td>3</td>
<td>24</td>
<td>0.5</td>
<td>0.5</td>
<td>( \checkmark )</td>
</tr>
</tbody>
</table>

3.3 Problem definition

The observed limitations of BbF and TbF motivate the need for defining a more fitting fairness notion for such multi-AP WLANs scenarios in WMNs. The new fairness notion should (1) address the identified performance anomaly as well as association anomaly issues in multi-rate multi-AP WLANs; and (2) achieve balance between overall system capacity and fair resource allocation among all clients.
3.4 Proposed fairness notion

3.4.1 Fulfillment-based fairness (FbF)

We propose a new fairness notion called the Fulfillment-based Fairness (FbF) for multi-AP WLANs. The goal of FbF is to address both performance anomaly and association anomaly in multi-AP WLANs. FbF takes into consideration clients’ maximum transmission rates as well as their association options to different APs. It emphasizes fair bandwidth fulfillment among clients rather than fair allocation of the absolute bandwidth or the access time. A client’s bandwidth fulfillment level is a new concept. Formally, it is defined as the ratio of a client’s actual bandwidth allocation to its maximum attainable bandwidth allocation, which is achieved with the most favorable (with respect to this client) association plan that (1) reduces as much as possible the load of the AP this client is associated with, while (2) guaranteeing that each client is served by one of the APs. Note that a client’s maximum attainable bandwidth allocation could be different from its maximum transmission rate. Next, we will revisit the previous examples and describe how FbF address the performance anomaly and association anomaly issues.

3.4.2 Examples revisited

Let’s first revisit Example I with FbF. Since the most favorable association plans for $C_1$ and $C_2$ are $\{C_1 \leftrightarrow A_2, C_2 \leftrightarrow A_1\}$ and $\{C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_2\}$, respectively, their maximum attainable bandwidth allocations are 54 Mbps and 9 Mbps, respectively, which happen to be the same as their maximum transmission rates. Possible client-AP association plans and the corresponding bandwidth allocations and fulfillment levels (denoted as $F$) are compared in Table 3.3. Results show that the association plan to achieve max-min FbF indeed results in the highest system throughput, thanks to the fact that a client’s bandwidth fulfillment level reflects not only its maximum transmission rate but also its available association options.

We now revisit Example II. From the comparison results shown in Table 3.4, we can see that max-min FbF and maximum system throughput are, again, achieved simultaneously. In this example, the most favorable association plans for $C_1$, $C_2$, and $C_3$ are $\{C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_2, C_3 \leftrightarrow A_2\}$,
Table 3.3 Example I revisited with FbF

<table>
<thead>
<tr>
<th>Association Plan</th>
<th>$B_{C_1}$</th>
<th>$B_{C_2}$</th>
<th>$B_{sys}$</th>
<th>$F_{C_1}$</th>
<th>$F_{C_2}$</th>
<th>FbF</th>
</tr>
</thead>
<tbody>
<tr>
<td>${C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_2}$</td>
<td>12</td>
<td>9</td>
<td>21</td>
<td>0.22</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>${C_1 \leftrightarrow A_2, C_2 \leftrightarrow A_1}$</td>
<td>54</td>
<td>6</td>
<td>60*</td>
<td>1</td>
<td>0.67</td>
<td>√</td>
</tr>
<tr>
<td>${C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_1}$</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>0.07</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>${C_1 \leftrightarrow A_2, C_2 \leftrightarrow A_2}$</td>
<td>7.7</td>
<td>7.7</td>
<td>15.4</td>
<td>0.14</td>
<td>0.86</td>
<td></td>
</tr>
</tbody>
</table>

$\{C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_1, C_3 \leftrightarrow A_2\}$, and $\{C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_1, C_3 \leftrightarrow A_2\}$, respectively. Hence, their maximum attainable bandwidth allocations are 18 Mbps, 13.5 Mbps, and 6 Mbps, respectively. Notice the difference between $C_2$’s maximum attainable bandwidth allocation of 13.5 Mbps and its maximum transmission rate of 54 Mbps. This is because, even with the most favorable association plan, $C_2$ still has to contend with $C_1$ to communicate with $A_1$. In fact, maximum attainable bandwidth allocations vary with the percentage of 1-AP clients in the network and their maximum transmission rates. In general, the differences between maximum attainable bandwidth allocations and maximum transmission rates become less significant with smaller number of 1-AP clients present in the network. In the extreme case when there are no 1-AP clients in the network, i.e., each client can communicate with at least two APs, maximum attainable bandwidth allocations are the same as maximum transmission rates.

Table 3.4 Example II revisited with FbF

<table>
<thead>
<tr>
<th>Client-AP Association Plan</th>
<th>$B_{C_1}$</th>
<th>$B_{C_2}$</th>
<th>$B_{C_3}$</th>
<th>$B_{sys}$</th>
<th>$F_{C_1}$</th>
<th>$F_{C_2}$</th>
<th>$F_{C_3}$</th>
<th>FbF Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>${C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_1, C_3 \leftrightarrow A_2}$</td>
<td>13.5</td>
<td>13.5</td>
<td>6</td>
<td>33*</td>
<td>0.75</td>
<td>1</td>
<td>1</td>
<td>√</td>
</tr>
<tr>
<td>${C_1 \leftrightarrow A_1, C_2 \leftrightarrow A_2, C_3 \leftrightarrow A_2}$</td>
<td>18</td>
<td>3</td>
<td>3</td>
<td>24</td>
<td>1</td>
<td>0.22</td>
<td>0.5</td>
<td></td>
</tr>
</tbody>
</table>

3.4.3 Optimization algorithms

The authors of [35] showed that it is an NP-hard problem to find client-AP association plans to achieve max-min fairness in practical multi-AP WLANs. We present two algorithms to calculate the optimal association plan based on the proposed fulfillment-based fairness notion: (1) the Simple_maxmin algorithm to find optimal client-AP association plans to achieve max-min fairness in small-scale networks via simple permutation test, and the pseudo code of this algorithm is shown in Fig. 3.3; (2) the
**RS_maxmin** algorithm to find client-AP association plans to achieve approximate max-min fairness in large-scale networks via random shuffle.

![Algorithm 1 Simple_maxmin](A, C)

A : set of access points \( \{a\} \)

C : set of clients \( \{c\} \)

X : client-AP association plan \( \{c \rightarrow a\} \)

\( \vec{S} \) : resource allocation vector sorted in non-decreasing order

1: \( \vec{S}_{maxmin} = \vec{0}; \)
2: \( X_{maxmin} = null; \)
3: for \( \forall X \) {
4: \( \vec{S}_X = \vec{0}; \)
5: Assign client-AP associations according to \( X \);
6: for \( \forall c \in C \) {
7: Calculate \( c \)'s allocated resource \( s_c \);
8: if \( (\vec{S}_X > \vec{S}_{maxmin}) \) {
9: \( \vec{S}_{maxmin} = \vec{S}_X; \) \( X_{maxmin} = X; \)
10: }
11: }
12: return \( X_{maxmin} \)

Figure 3.3 Pseudo-code of the Simple_maxmin algorithm

The pseudo code of **RS_maxmin** is shown in Fig. 3.4. During each random shuffle, each client in the network is assigned with a random number and the client list is then sorted according to the random numbers. Starting from the client with the smallest number, each client determines its AP association that improves the resource allocation vector the most. This process continues and loops around the client list until the resource allocation vector stops improving. We repeat random shuffles for a certain number of times and record the one that results in the best resource allocation vector.

### 3.5 Performance evaluation

We carry out extensive simulations to study the performance of FbF, BbF and TbF under various scenarios.

#### 3.5.1 Simulation setup

In our simulation, we assume that:
Algorithm 2 RS\_maxmin\((A, C)\)

\[ A, C, X, \vec{S} : \text{same as those in Simple\_maxmin} \]

1: \(\vec{S}_{\text{maxmin}} = \vec{0};\)
2: \(X_{\text{maxmin}} = \text{null};\)
3: while \((n < \text{num\_shuffle})\) {
4: \(\vec{S}'_{\text{maxmin}} = \vec{0};\)
5: \(X'_{\text{maxmin}} = X' = \text{null};\)
6: Let \(C'\) be a random permutation of \(C;\)
7: while TRUE{
8: \(\text{for } (\forall c \in C) \{\)
9: \(\text{for } (\forall a \in A) \{\)
10: \(\text{if } (c \text{ associating with } a \text{ improves } \vec{S}')\)
11: \(\text{Associate } c \text{ with } a \text{ in } X';\)
12: \(\}\)
13: \(\}\)
14: \(\text{if } (\vec{S} > \vec{S}'_{\text{maxmin}}) \{\)
15: \(\vec{S}'_{\text{maxmin}} = \vec{S};\) \(X'_{\text{maxmin}} = X';\)
16: \(\}\)
17: else break;
18: \(\text{if } (\vec{S}'_{\text{maxmin}} > \vec{S}_{\text{maxmin}}) \{\)
19: \(\vec{S}_{\text{maxmin}} = \vec{S}'_{\text{maxmin}};\) \(X_{\text{maxmin}} = X'_{\text{maxmin}};\)
20: \(\}\)
21: \(\}\)
22: \(n++;\)
23: \(\}\)
24: return \(X_{\text{maxmin}}\)

Figure 3.4 Pseudo-code of the RS\_maxmin algorithm

- All clients and APs are static;
- The setup of the WMN backhaul is perfect such that each AP operates as it is directly connected to the Internet. The bandwidth between APs and the Internet is much higher than the that of the links between clients and APs.
- Each station is equipped with an IEEE 802.11a interface that may transmit at one of the eight available rates: 6, 9, 12, 18, 24, 36, 48, and 54 Mbps;
- MAC protocol is the basic 802.11 DCF;
- The reachability and the maximum transmission rate between a client and an AP is determined by the distance between them;
We simulate two types of network scenarios: (1) small-scale networks with 3 APs and 10 clients, where optimal client-AP association plans to achieve max-min fairness are determined by the Simple_maxmin algorithm; (2) large-scale networks with 10 APs and 40 clients, where client-AP association plans to achieve approximate max-min fairness are determined by the RS_maxmin algorithm.

We compare the performances of client-AP association plans corresponding to Fulfillment-based Fairness (FbF), Bandwidth-based Fairness (BbF), and Timeshare-based Fairness (TbF), as well as the naive Strongest Signal First (SsF) association plan. Performance metric is the aggregate system throughput. In each simulation run, clients send CBR flows to their associated APs. Data rates are set high enough to saturate the channel. Each point in the figures is averaged over 100 simulation runs.

3.5.2 Small-scale networks

We first compare the performances of testing schemes when there are no 1-AP clients in the networks. Simulation results are shown in Fig. 3.5(a).

Note that Y-axis is not the absolute bandwidth measurement but the throughput improvement (in
percentage) of FbF over other testing schemes. X-axis represents the standard deviation of the maximum transmission rates among all clients, denoted by $\sigma_{\text{max rate}}$, which we use to characterize the transmission rate diversity among clients. In 802.11a networks, $\sigma_{\text{max rate}}$ can be as large as 24 Mbps since the maximum difference between available transmission rates is 48 Mbps.

We have the following observations: (1) In general, FbF outperforms other testing schemes, and when the rate diversity is high, the performance improvements of FbF over other schemes become more significant; (2) When the rate diversity is low, BbF and FbF show comparable performances; this is because the inherent performance anomaly with BbF is less likely to occur when most stations transmit at similar data rates; on the other hand, when the rate diversity is high, most likely BbF will exhibit performance anomaly; as shown in the figure, when $\sigma_{\text{max rate}}$ is between 23 and 24 Mbps, FbF outperforms BbF by more than 40%; (3) TbF does not perform well because of its inherent association anomaly while the poor performance of SsF is most likely due to the unbalanced loads among APs.

Fig. 3.5(b) compares the throughput improvement of FbF over TbF with various percentages of 1-AP clients in the network and various maximum transmission rates of such 1-AP clients. As shown in the figure, with a fixed percentage of 1-AP clients in the network, the improvement of FbF over TbF increases as the maximum transmission rate of 1-AP clients decreases. This confirms our earlier discussion that the presence of low-rate 1-AP clients is one of the main reasons to cause association anomaly. On the other hand, with the fixed maximum transmission rate of 1-AP clients, the improvement of FbF over TbF decreases with more 1-AP clients present in the network. This makes sense because, with more 1-AP clients, fewer clients in the network are able to adjust their associations, and consequently, the benefit of applying intelligent association control becomes less salient. In fact, when the percentage of 1-AP clients reaches 100%, each client can only communicate with a single AP, i.e., the client-AP associations have already been determined; hence all fairness notions are equivalent.

### 3.5.3 Large-scale networks

We repeat the above simulations for large-scale networks and the number of random shuffles in the RS_{max min} algorithm was set to 1000. Simulation results are plotted in Figs. 3.6(a) and 3.6(b). Similar trends can be observed in large-scale networks as those in small-scale networks, while the
throughput improvement of FbF over other testing schemes becomes even more significant. This is because larger-scale networks offer more options for client-AP associations and hence more room for performance enhancement.

3.5.4 Summary

Simulation results show that FbF leads to vastly improved system throughput in the presence of high transmission rate diversity among clients and/or low-rate 1-AP clients that can only communicate with a single AP at low transmission rates, which can be often observed in practical WMNs. Hence, we conclude that FbF seems to be an attractive fairness notion when designing and managing the “last-hop” connections in WMNs.

3.6 Conclusion

We investigate the fair service provisioning problem in the client-AP association control in WMNs. We present a new fairness notion Fulfillment-based Fairness (FbF) based on the identified issues. Fairness is, of course, a subjective notion, and we don’t claim that the proposed FbF is “fairer” than others. In comparison to existing fairness notions, such as Bandwidth-based Fairness (BbF) and Timeshare-based Fairness (TbF), the key idea of FbF is to allocate bandwidth to clients in proportion to their
respective maximum attainable bandwidth allocations, which takes into consideration not only clients’ maximum transmission rates but also their association options. As a result, FbF does not suffer anomalies inherent with existing fairness notions for multi-AP WLANs scenarios. Moreover, our work can be easily extended to study the scenarios where each AP has a pre-determined bandwidth limit to the Internet.

In this work, we assume that all clients have the same weight, however it can be extended to scenarios with heterogenous client weights. Future work includes considering FbF jointly with channel assignment to APs and studying relevant problems, e.g., how to determine clients’ bandwidth allocations and fulfillment levels when APs operate on overlapping or partially-overlapping frequency channels. Moreover, if reducing computation time and the gap between approximation and optimization solutions are critical, the performance of the proposed heuristic algorithm could be improved by using LP-based approximation algorithms for network optimization.
CHAPTER 4. CYMESH: WIRELESS MESH NETWORK TESTBED AT ISU

4.1 Motivation

In most wireless network research, performance evaluation has been addressed through numerical analysis and simulations. Although simulation offers a convenient combination of flexibility and controllability, there exists significant evidence that simulation results could be difficult to transfer into reality. The main reason is that most simulations are based on simplistic assumptions or abstracted models which neglect many factors that could affect the performance of real world networks. To study the potential capability and performance of WMNs in real world, experimentation is probably the most reliable method. We have deployed CyMesh, a multi-radio multi-channel (MRMC) wireless mesh network testbed using off-the-shelf IEEE 802.11 equipments in the Electrical and Computer Engineering and Computer Science department buildings at Iowa State University. The main objects of CyMesh are to evaluate the algorithms and schemes we proposed in previous chapters and to build an extendable platform for future research in WMNs.

In this chapter, we first describe our experiences on the design and implementation of CyMesh. We also deliberate the hardware and software components and deployment details of the testbed. We then present our experimental results and discuss the encountered issues, observations and learned lessons. Our main contributions are: (1) reporting on the encountered problems, key observations and proposed solutions in the design and deployment of an MRMC wireless mesh network testbed; (2) evaluating the performance of our proposed schemes, AETD, as discussed in Chapter 2.
4.2 Related work

A number of wireless testbeds with various design goals have been built in academia and industry. The meritorious characteristic spectrum of these testbeds is wide with overlapping and non-overlapping features. In this section, we present a survey on the works that are most relevant to the design components of CyMesh. We present a review of the testbeds that are compliant with IEEE 802.11 standards and share the similar research objectives with CyMesh. From hardware point of view, we group them in two categories: single-radio single-channel (SRSC) architecture and MRMC architecture. We also review a number of different approaches in network management. We highlight their advantages and techniques used to address the core design issues, and compare them with CyMesh in the related aspects.

4.2.1 SRSC testbeds

Most earlier wireless network testbeds use a SRSC platform for evaluating wireless protocols. MIT RoofNet [36] is one of the pioneer testbed implementations using readily available IEEE 802.11-compliant hardware. RoofNet consists of over 40 active nodes as in 2007. By providing broadband Internet access to users near the MIT campus, Roofnet aims to conduct 802.11 measurement experiments, and study the problems of high-throughput routing, adaptive bit-rate selection and unplanned mesh architecture. The Broadband and Wireless Network (BWN) Lab at Georgia Institute of Technology has built BWN-Mesh [37], a WMN testbed consisting of 15 IEEE 802.11b/g based mesh routers, several of which are connected to the Internet. The research is focused on adaptive protocols for transport, routing and MAC layer design. The experiments demonstrate that the existing protocols (i.e., TCP, AODV, and 802.11 as transport, routing and MAC layer protocols) do not perform well in terms of end-to-end delay and throughput in WMNs. The ORBIT (Open Access Research Testbed for Next-Generation Wireless Networks) [38] system is a wireless network testbed with a two-tier architecture that has been deployed at Rutgers University. In ORBIT, every node is always connected to a wired backbone to make experiments easier to monitor and manage, so their management is realized entirely through the wired infrastructure. ORBIT is available to researchers for remotely controlled experiments. CyMesh uses the similar approaches as ORBIT and offers functionalities of remote management and configuration.
A mesh network has been deployed in the under-resourced community at Houston’s East End by Rice University and Technology For All (TFA) [39]. The network consists of 18 nodes spanning approximately 3 square kilometers and provides Internet access services to over 4,000 users as of 2007. Extensive measurements are performed to characterize the propagation environment and correlate received signal strength with application layer throughput. They demonstrate that by careful placement of the Internet gateway and router nodes, the network performance improves by up to 50 percent with respect to both throughput and reliability.

4.2.2 MRMC testbeds

Since single-radio based networks operate on the same frequency channel, performance is inevitably impacted by interference. Researchers have studied using multiple radios to alleviate interference and improve system capacity. The University of California, Santa Barbara Mesh Testbed [40] is an experimental wireless mesh network deployed on five floors of the Engineering building of UCSB. The network consists of 15 nodes, and each node is equipped with multiple IEEE 802.11a/b/g wireless cards. Their research focuses on designing protocols and systems for robust operation of multi-hop wireless networks. MAP [41] is an experimental wireless mesh network testbed at Purdue University that contains 32 nodes, including laptops and PDAs with IEEE 802.11a/b/g wireless cards. They study how to exploit the multi-radio feature of WMNs and provide satisfactory Internet access services to mobile users. A WMN testbed using Intel IXP425 series XScale network processors as routers and iPAQ PDA as clients has been built at Carleton University [42]. Two wireless LAN cards are installed on the mini-PCI slots at each mesh node. One of them is an IEEE 802.11a/g compliant radio, which is the backbone traffic carrier. Another is an IEEE 802.11b radio, which provides access to wireless clients. Such setup enables higher bandwidth transmission in the backbone; however, such setup lacks flexibility in network planning and the capacities of the links between clients and mesh routers are also limited.

Researchers at Intel have deployed a multi-radio mesh network testbed designed for home use and its characteristics have been studied in [43]. One of their key observations is that even slightest adjustment in the position of the nodes or the alignment of the antennas could lead to significant changes
in performance results [44], thus realtime monitoring could give users feedback on how to configure and deploy a wireless mesh network for better performance. We have similar observations on node configuration and antenna setup during the deployment of CyMesh. Another indoor testbed is deployed by Microsoft Research to study the routing problem in MRMC networks. They have developed a mesh layer module called MCL (Mesh Connectivity Layer) [45], which uses WCETT as the routing metric. CyMesh is built on MCL and extended to support multiple routing metrics and provide more functionalities for network management and configuration.

There are also a variety of wireless testbeds built to serve other research purposes. For example, to eliminate the effect of interference from other devices operating in the ISM bands, iWWT (Illinois Wireless Wind Tunnel) [46] is proposed to be implemented in an electromagnetic anechoic chamber at the University of Illinois at Urbana-Champaign. The goal of iWWT is to build a repeatable experimental environment and study the effect of various parameters in the presence of interference. A number of testbeds have been built to study the capacity degradation problem in multi-hop wireless networks [47–49]. In addition, some researchers proposed to use cross-layer schemes for interference-aware channel selection while some others focus on intelligent scheduling for packet transmissions [50, 51].

4.2.3 Network management in WMNs

Network management is an important component of WMNs for performance monitoring, parameters configuration and software distribution. Simple Network Management Protocol (SNMP) [52] is a popular network management protocol. It is originally designed for wired networks using a centralized design. In SNMP, each network device maintains minimal states in the form of counters and variables. The SNMP protocol allows periodic polling of variables that are triggered by network events. A Network Management System (NMS) periodically polls each device from a central server and presents the information to an administrator. SNMP serves as a monitoring tool and leaves the task of analysis and management to humans or other software tools. Several commercial mesh systems are bundled with SNMP-based or proprietary centralized management solutions [53, 54]. The working philosophy of MCL is similar to SNMP; however, MCL works in a distributed manner without centralized control,
and hence MCL does not rely on a “centralized” server.

The aforementioned mesh testbed at UCSB is managed by a set of interconnected components called MeshMan (for management and configuration), MeshMon (for parameter monitoring), and MeshViz (for topology visualization) [108]. Most of the mesh nodes use a wired back-haul for information management and easier control of experiments in the testbed. SCUBA [55] is an interactive visualization framework designed to assist in the diagnosis of large-scale wireless mesh networks, which is implemented on a 15-node mesh testbed at UCSB. Various metrics from the network are collected in a central database through a gateway node. SCUBA queries the database to drive its interactive visualization tools. SCUBA in its present form has limited diagnostic capabilities, but could potentially be used as a complementary tool for MeshMon to help the system administrator visualize the network. Our approaches share some similarities with them; however, network management and update distribution in CyMesh can be performed either by the wired connection or mesh network itself. In most cases, wired connection is used only for debugging and fault diagnosis. Furthermore, CyMesh does not rely on the wired back-haul for monitoring and visualization. Instead, we exploit the MCL proactive link update information which has very limited impact on user traffic.

The Distributed Ad hoc Monitoring Network (DAMON) [56, 57] developed at UCSB is another distributed system for monitoring ad hoc and sensor networks. It monitors network behavior and sends collected measurements to data repositories or sinks. DAMON is designed for evaluating AODV but it also supports monitoring of a range of protocols, devices and network parameters. JANUS [58] is a framework for distributed monitoring of WMNs. Their proposed approach uses Pastry to retrieve network information that is collected at different layers of the stack, which is available at all nodes in the system. Pastry is an early work in peer-to-peer overlay network [59]. They test the initial prototype of JANUS system on Windows platform. Similar to CyMesh, nodes in JANUS also use the Link Quality Source Routing (LQSR) protocol implemented in MCL [45].

In this section, we have reviewed the current and previous works on to wireless network testbeds, which provide us an useful guidance in the design of CyMesh in many aspects such as hardware and software selections, functionality, extendability and cost efficiency. In the following section, we present the design and implementation details of CyMesh.
4.3 Design goals

Our goal is to build a wireless platform for development and evaluation of new protocols in WMNs. The testbed should possess the following characteristics:

• Reliability and Robustness: It is desired that the testbed can maintain network connectivity with unmanned operation, and can deal with software and hardware failures robustly with self-healing and fast reconfiguration capabilities. This is important for WMNs to handle interruptions such as broken links, failed nodes, human’s interventions or physical obstructions.

• Flexibility: It is critical that users of the testbed can easily tune the basic network parameters and implement new routing components.

• Scalability and Efficiency: The mesh routing protocols used in the testbed should induce low overhead to keep the network scalable with increasing number of nodes. The impact of control overhead on user traffic should be kept to the minimum level.

• Reproducibility: The testbed should be able to produce similar results with similar environments and configurations.

• Visualization and Monitoring: A graphic representation of the network is essential to understand the network topology and node/link conditions. Monitoring the status of many nodes in a scalable manner is a challenging task. It is important that the management and monitoring related traffics do not affect the user traffic yet be frequent enough to be meaningful and adaptive to changing network conditions.

• Remote Configuration and Management: The testbed should allow users to remotely manage or configure the network, carry out experiments, and preferably distribute update to all nodes with zero-on-site operation. In addition, the testbed should also be accessible for researchers from anywhere in the world.

• Cost-efficiency: The cost of the testbed should be kept reasonably low but without compromising the desired capabilities and functionalities.
The design of CyMesh is primarily motivated by the above factors. In the next section, we will describe various options to build CyMesh and discuss how our choices of hardware and software components meet the design goals.

4.4 Design and implementation

4.4.1 Overview of CyMesh

Currently, CyMesh consists of 9 stationary nodes (desktop PC) deployed in Coover Hall (Department of Electrical and Computer Engineering) and the Atsantoff Hall (Department of Computer Science) at Iowa State University. In addition, 3 mobile nodes, including one laptop and two PDAs, are used to provide flexibility in topology management. The stationary nodes together form a topology with over 12 wireless links covering a variety of link conditions such as indoor and outdoor, line-of-sight (LOS) and none-line-of-sight (NLOS). All PCs and laptops operate on Windows XP Professional and all PDAs operate on Windows Mobile 5.0 operating system (O.S.). We employ the MCL (Mesh Connectivity Layer) in conjunction with MR-LQSR (Multi-Radio Link Quality Source Routing) [45] as the mesh control and routing module for CyMesh. Furthermore, a set of customized software have been developed using Java and script language for the purposes of network visualization, management, configuration and remote experiment setup. We now describe the design and implementation of CyMesh in detail.

4.4.2 Platform selection

There exist numerous options for the architecture of our testbed: from PCs to GNU Software Radio as hardware platforms, and from Windows to Linux as O.S.. Each solution has different advantages and disadvantages. To select one that fits our design requirements best, we have performed extensive research with the considerations discussed in Chapter 4.3. In addition, the hardware should offer flexibility to support multiple wireless interfaces and extendability for future upgrade. Remote access should be available at all stationary nodes, allowing easy configuration and diagnosis. Users should be able to carry out experiments from virtually anywhere through the Internet. Moreover, the hardware should be widely available and cost-efficient.
After thorough search and comparison, we select PC and MCL (Mesh Connectivity Layer) [45] as the hardware and software platforms of CyMesh for the following reasons. Firstly, the overall performance of different platforms could vary considerably due to the difference in computing power and bandwidth among several interfaces (e.g., PCI, USB, serial port, etc). Most PC platforms have the general CPU with high clock and bus speed and therefore are superior to the embedded ones in computing power. This is important to implement various complex protocols on mesh nodes and allow future growth in application and protocol complexity. Secondly, the hardware must have the capability to support multiple IEEE 802.11 wireless cards (adapters). PC platform offers high speed interfaces including PCI, USB, PCMCIA, IEEE 1394 and so on. In addition, using PC allows us to equip each desktop node with a PCI and a USB wireless adapter with necessary physical separation to avoid the radiation leakage. Thirdly, the Windows XP O.S. provides us a powerful platform for developing custom-built softwares including network visualization, monitoring, configuration, diagnosis and remote experimentation. Finally, all the desktop nodes used in CyMesh are 2-3 years old workstation PCs recycled from a hardware upgrade of a ECpE department teaching lab. Even though these workstations are not the newest model, they are more powerful than most embedded platforms and also significantly lower the cost of the testbed. In summary, this platform setup is flexible, cost-efficient and powerful enough to meet our design goals, which allows us to easily implement new network protocols and quickly deploy for practical experiments.

4.4.3 Hardware components

CyMesh’s hardware components include: (1) nine Dell Precision 360 workstations running Windows XP SP2, which allows up to four wireless interfaces (adapters); (2) one Dell D400 Laptop running Windows XP SP2 as mobile node; and (3) two HP iPAQ PDAs running Windows Mobile 5.0 which function as clients only. To enable remote access, all stationary nodes are connected to the Internet.

Each desktop and laptop is equipped with two IEEE 802.11 adapters to create an MRMC environment. To avoid the effect of electromagnetic waves between two closely-located adapters (cards), we install one PCI and one USB card on each desktop node. We test the following four adapters to evaluate the possible performance difference between the cards of different models and manufacturers, they are
Netgear MA311 802.11b PCI, Trendnet TEW-423PI 802.11b/g PCI, LinkSys WPC55AG 802.11a/b/g PCMCIA and LinkSys WUSB55AG USB card. The default antenna gain on these cards is about 2 dBi; however, the Netgear MA311 and Trendnet TEW-423PI cards provide an option to connect to an external antenna, which enables us to increase the transmission range of these cards with higher gain antennas. The laptop has two wireless interfaces (including the built-in wireless card and a PCMCIA or USB card) while each PDA is equipped with only one wireless interface in Compact Flash format. In addition, we have some other equipments with specific purposes:

- **USB extension cable:** The PCI slots in most motherboards are very closely placed to each other, and two parallel wireless PCI cards may suffer severe signal leakage no matter what frequency channels they operate on [38, 60]. Therefore, we use USB extension cables to provide the necessary separation between the PCI card’s antenna and the USB card. Our initial experiments clearly verify that such setup is a flexible way to measure and reduce the effect of leakage radiation.

- **High gain antenna:** Due to the deployment environment, some NLOS or outdoor links have poor link quality. These links are unstable when using the default antenna on the wireless adapters. Such poor quality links could significantly disrupt the routing protocol and make it difficult to repeat the experiments. Therefore, we employ high gain antennas and custom-made signal reflectors to improve the quality of such links.

- **Custom-made signal reflector:** We install the custom-made signal reflector to some adapters which cannot only boost the signal strength in certain direction but also function as attenuator to reduce interference from other directions.

### 4.4.4 Software components

Software architecture plays an important role in the implementation of wireless network testbeds. Mature software platform and proper configuration ensure a stable experiment environment, while minimizing the effects of unexpected node failure, software malfunction and interruption. When making decisions on software components, we consider the following factors. Firstly, we want to have the ability of modifying many aspects of the software, both in terms of implementation and parameter tuning.
Open-source software that allows for network-customized modifications is highly desired, especially for the mesh control and routing protocols. Otherwise, it will be very difficult to reflect users’ intentions and evaluate the effectiveness of new protocols. Secondly, the O.S. should not consume a large portion of system resources, so it can support the mesh control software and a large variety of software tools for debugging, monitoring and measurement. Thirdly, software uniformity is necessary to support frequent software updates and modifications.

4.4.4.1 MCL: Mesh connectivity layer

MCL (Mesh Connectivity Layer) [45] is an open source WMN implementation developed by Microsoft Research. It is essentially a virtual adapter that Windows applications can use just like any other network interface. It comes with a configuration and diagnostic utility, as well as a link statistics and performance analyzer called ttcp. As shown in Fig. 4.1, architecturally, MCL is a layer 2.5 protocol which fits between the network and link layers. MCL is transparent to the protocols running on top of it (e.g., TCP/IP), as well as those running beneath it (e.g., 802.11 MAC). Specifically, to higher layer applications, MCL appears to be just another Ethernet link, albeit a virtual link. To lower layer protocols, MCL appears to be just another protocol running over the physical link. There is hence no need to change these technologies in order to work with MCL.

As its routing protocol, MCL uses a modified version of Dynamic Source Routing [61], called Link Quality Source Routing (LQSR) that assigns relative weights to the links among the nodes. More in detail, information such as the channel, bandwidth, and loss are determined for every possible link and sent to all nodes. By exploiting these information, LQSR defines the best path for the data trans-
mission from a given source to a given destination. The utilized routing metric is known as Weighted Cumulative Expected Transmission Time (WCETT). If the optimum path between a particular source and the corresponding destination changes, LQSR updates the routing tables on the relevant nodes and modifies the route accordingly.

In summary, we choose MCL as the mesh network management module for CyMesh because: (1) MCL allows developers to test and compare various routing metrics by replacing the default WCETT with new metrics; (2) MCL provides seamless support to routing in MRMC networks, which is a key component of our research; during our experiments, we make changes in the routing stack of MCL source code, generate new executables, and then distribute them to all mesh nodes without modifying any other software components; (3) In Windows XP, we are able to use the Windows DDK (Driver Development Kit) and the Windows SDK (Software Development Kit) which provide powerful development environments for extending the capabilities of MCL.

4.4.4.2 CyMesh utility programs

We have developed a set of utility programs and automation scripts for network visualization, management and remote configuration. The software architecture of CyMesh and its interfaces to MCL are shown in Fig. 4.2.

Visualization and Monitoring  The need to visualize the network is essential to implement wireless mesh networks. A graphic representation of the network is necessary to better understand how the network is deployed and how the nodes are interacting. Moreover, since the node and link conditions in wireless networks could vary and be unstable over time, the visualization system must be dynamic on a real time level. Finally, the ability to display the entire network from any mesh node would make the program much more portable.

With these considerations in mind, we have developed the CyMesh Utility GUI for network visualization, monitoring and management. As shown in Fig. 4.2, the visualization and monitoring module of CyMesh consists of four classes and one data structure. The main class, GUI, displays the graphical user interface. The GUI calls the Parser class at a fixed interval to obtain the most updated network information from MCL, and stores it in a data structure called Host. When a user clicks on a node
in the GUI, the routing table is calculated using the WeightedGraph class to help calculate the route information. WeightedGraph class is used to hold the network information as a weighted graph to make calculations easier. Finally, the Parser uses the current routing metric when calculating the information to store in Host. More specifically, in order to gather information of the mesh network, the CyMesh utility uses the MCL command, `mcl lc`. The `mcl lc` command displays the contents, plus information and statistics of the link cache. We then parse the output to obtain the information needed. For displaying the topology and calculate the routing table of each node, we require the following information: MAC address of the virtual adapter, the frequency channel it operates on, neighbor nodes of the virtual adapter and the Expected Transmission Time (ETT) values of each links. These values are stored in the Host data structure. The GUI then uses that to display the topology of the network.

This approach is favorable for this program since it allows all of the network information to be obtained from one node. A key feature of the CyMesh visualization tool is that it exploits the periodical link update information to visualize network topology, displays the most updated network conditions, and enables users to monitor link conditions, node status and routing tables in real time without introducing additional traffic to the network. Fig. 4.3 is a snapshot of the CyMesh GUI that depicts the network topology in Coover Hall. Note that the three desktop nodes in Atsantoff Hall are not shown in the GUI since the link between the two buildings is temporarily unavailable due to office relocation.

**Network Management and Configuration** The CyMesh GUI provides interfaces for network man-
Figure 4.3  CyMesh network topology in the ECpE building at ISU Campus

agement and configuration. This is implemented by distributing MCL commands over Telnet connection using automation scripts. When users try to execute commands on remote nodes, the script will automatically establish a Telnet connection between the local host and the remote node in order to send commands and check results. For example, to implement the function of flushing the routing table and neighbor information cache of a node locally or remotely, we generate and store a VBScript (vbs) file on each node which will be executed by commands sent by local or remote users. A snapshot of the flush menu is shown in Fig. 4.4(c). Moreover, in order to evaluate different routing metrics and compare their performance with the default WCETT metric, we extend the LQSR module of MCL to support AETD, ETX and HOP routing metric, as discussed in Chapter 2. In order to switch between different routing metrics, one needs to change the source code in LQSR and recompile the entire MCL project to generate a set of new MCL executables. To simplify such time-consuming and inefficient process, we generate the MCL executables for all routing metrics and store them on each node, along with a VBScript file that can automatically change the routing metrics. As shown in Fig. 4.4(b), this
Figure 4.4 Snapshots of the CyMesh GUI

script can be executed locally or remotely through Telnet connection.

*Carrying Out Experiment* An important feature of CyMesh is allowing user to carry out network experiments easily through the CyMesh GUI. To realize this, we have installed ttcp and iPerf on all PC nodes for network performance testing, while ttcp is installed on all PDAs. Fig. 4.4(d) shows the experiment setup interface in the CyMesh GUI. Users can setup experiments from any mesh node with zero-on-site operation, which can greatly reduces the time spent in network experiments especially for large-size networks deployed in multiple buildings. Moreover, all these functionalities are available to researchers outside Iowa State University through the Internet. It should be noted that other network performance testing tools can be easily integrated in CyMesh in order to evaluate more web applications such as VoIP and video streaming.

iPerf operates in a client server manner, generating traffic between two devices and measuring key network criteria. It provides feedback in easy to understand tables and graphs, showing throughput, packet loss and jitter between the client and server. iPerf can be run from a command line or a GUI
Figure 4.5 A snapshot of the JPerf utility

interface, called JPerf. We have integrated JPerf into CyMesh to measure communication channel characteristics, and provide statistics (e.g., bandwidth, jitter and packet loss) about the network links in CyMesh. Fig. 4.5 and Fig. 4.6 show the JPerf experiment setup interface and bandwidth analysis interface respectively.

With such a flexible software platform, we are able to conveniently and visually manage the whole CyMesh testbed from any mesh node or through the Internet. More importantly, the capabilities of CyMesh can be easily extended for other design purposes.
4.5 Experimental results, observations and experiences

4.5.1 Baseline experiments

We begin by conducting a series of simple but important baseline experiments in order to: (1) provide a single-hop link performance baseline against which we can compare the performance of multi-hop links; (2) verify the conditions to validate the assumptions we make in MRMC networks; (3) define the default configuration of experimental parameters.

4.5.1.1 Single-hop link

We first perform a series of single-hop wireless link experiments and compare the experiment results with the simulation results from QualNet simulator. Two desktop nodes are placed 4 meters apart
Table 4.1  MAC layer parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>IEEE 802.11b</th>
<th>IEEE 802.11g</th>
<th>IEEE 802.11a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slot Time</td>
<td>20 us</td>
<td>9 us</td>
<td>9 us</td>
</tr>
<tr>
<td>SIFS (Short Inter-frame Space)</td>
<td>10 us</td>
<td>10 us</td>
<td>16 us</td>
</tr>
<tr>
<td>DIFS = (2.Slot Time+SIFS)</td>
<td>50 us</td>
<td>28 us</td>
<td>34 us</td>
</tr>
<tr>
<td>$CW_{min}$</td>
<td>31</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>$CW_{max}$</td>
<td>1023</td>
<td>1023</td>
<td>1023</td>
</tr>
</tbody>
</table>

to create a typical indoor LOS link. Both nodes are equipped with the same wireless adapters which are configured to operate on the same channel. We study the 2.4 GHz band for 802.11b/g as well as the 5 GHz band for 802.11a. In order to minimize the interference from background noise existing in these unlicensed frequency bands, all the baseline experiments are carried out during nighttime and each experiment is repeated 10 times. Table 4.1 shows the MAC layer characteristics of the three 802.11 modes. We use the power control algorithm provided by the manufacturers to determine the transmit power on each adapter. Because the RTS/CTS handshake mechanism could lead to severe throughput degradation in multi-hop scenarios [62], we disable it in all experiments since our research is mainly focused on multi-hop network instead of infrastructure-based WLAN scenarios.

In 802.11, a MAC Service Data Unit (MSDU) is fragmented into multiple MAC Protocol Data Units (MPDUs) based on the fragmentation threshold. The TCP Maximum Segment Size (MSS) is 1460 bytes, including 20 bytes of encapsulation data. There are 40 bytes of TCP/IP header information, and 36 additional bytes of data will be added in the MAC encapsulation process, resulting in a maximum 802.11 fragment size of 1536 bytes. The throughput achieved by the TCP flow with different packet size is shown in Fig. 4.7, along with the QualNet simulation results for comparison. We observe that the experimental and simulated results match closely to each other with very small differences most likely due to non-ideal channel conditions not modeled in the simulator. As expected, 802.11a and 802.11g yield higher throughput than 802.11b. 802.11g operates in the same 2.4 GHz frequency band as 802.11b but uses OFDM as the modulation scheme, which is more efficient than DSSS. 802.11a also uses OFDM and shares the same timing parameters as 802.11g, but operates in the 5 GHz frequency band. In general, 802.11a has shorter transmission ranges but suffers less interference from other devices.
Figure 4.7 Single-hop link: effect of packet size on TCP throughput

Note that across all experiments performed for each packet length, the minimum, average and maximum achieved throughput are very similar although instantaneous rates can vary significantly on occasion. Since packet length has significant effect on throughout, we set the payload size to 1500 bytes in the following experiments and use the single-hop link throughput as the reference throughput upper bound.

4.5.1.2 Impact of closely located wireless adapters and channel separation

Channel diversity is critical to minimize the interference between adjacent links in multi-hop wireless networks. The 2.4 GHz frequency band, shared by devices like 802.11b/g, Bluetooth, cordless phone and microwave ovens, is becoming increasingly crowded and interference is inevitable in typical scenarios such as office, home, and conference center. 802.11a devices operating on the 5 GHz frequency band have a significant advantage over 802.11b/g due to the ability to avoid the congested 2.4 GHz frequency band. Moreover, there are 12 non-overlapping channels in 802.11a compared to only 3 in 802.11b/g.

With the established baseline results obtained from the single-hop experiments, we proceed to
investigate the capacity enhancement by the MRMC feature in WMNs. The basic assumption we made in MRMC networks is that, node with multiple wireless adapters allows parallel transmissions without interfering with each other if they operate on non-overlapping channels. To verify this experimentally, we create a simple 2-hop scenario with 3 desktop nodes, as shown in Fig. 4.8. The distance of each hop is 4 meters. We set up static routes on all nodes such that the traffic between nodes A and B is forced to go through node R.

![Diagram of a two-hop topology](image)

**Figure 4.8** A two-hop topology

We begin our experiments by installing two Netgear PCI adapters on node R, which relays the traffic between nodes A and B. When measured independently, the throughput of both links is 4.7 Mbps using 802.11b and 20.3 Mbps using 802.11a. We expect that the end-to-end throughput will only be limited by the bottleneck link if two links are operating on non-overlapping channels. Fig. 4.9 shows the measured throughput in this typical forwarding scenario. Firstly, we observe a significant issue with this setup. When the two PCI adapters installed on node R operate on the same frequency band, regardless of channel assignment, only one adapter is active in most of the time and node R cannot operate properly as a mesh router. By reviewing the related work and careful investigation, we confirm that if two wireless adapters are installed in adjacent PCI slots, radiation leakage is inevitable from wireless adapter’s chipset, connectors and antennas, thus may significantly lower the throughput. In order to resolve this issue, we set the default configuration on desktop nodes as follows: one PCI adapter plus one USB adapter. In addition, we use an extension cable to provide necessary physical separation between the two adapters. Specifically, we install a Netgear PCI adapter along with a LinkSys USB adapter on node R, then repeat our experiments and evaluate the throughput by varying the channel separation on the two links, while iteratively increasing the vertical physical distance between two adapters. The results clearly show the impact of physical distance between two radios and the effect of
channel frequency separation. We have four key observations from these experiments:

- Within a distance of 0.2 meter, throughput is severely degraded due to the interference caused by signal power leakage, even if two radios operate on non-overlapping channels on same band. One possible reason is that the transmitted energy from one radio is strong enough to distort the internal filters and amplifiers in the nearby interface, which prevents them from working properly at the same time [63]. The impact of interference becomes less significant as we increase the distance to 0.5 meter. Beyond a distance of 1 meter, adjacent links on non-overlapping channels can operate independently at full rate without interfering each other. This enables possible parallel transmissions using different radio interfaces on forwarding node, and hence achieves potential throughput improvement of multi-hop flows.

- With sufficient physical separation, both cards attached to the same node are able to work at full speed simultaneously, which shows that significant gain is possible using multiple radios. 3 non-overlapping channels in the 2.4 GHz frequency band and 6 non-overlapping channels in the 5 GHz frequency band are available in our current setup. The combination of these non-overlapping channels can provide maximum channel diversity in our 12-node setup. However, if
the number of non-overlapping channels becomes inadequate due to high node density, intelligent
channel assignment mechanism is highly desired to achieve high performance by minimizing the
effect of interference.

• We have found that the above interference issue is hardware dependent, which is verified by
replacing the Netgear card with TrendNet PCI card and repeating the experiments. A different
setup may require different configurations. Using custom hardware or placing physical sepa-
ration between multiple radios may alleviate the interference problem. Therefore, the number
of truly non-overlapping channels must be determined experimentally for forwarding nodes in
MRMC networks.

• When evaluating the impact of hardware by combining different adapters, we observe that two
adapters (e.g. a PCI and a USB) from the same manufacturer cannot work simultaneously on the
same node, possibly due to driver conflict. Such issue is observed on both Netgear and LinkSys
adapters. Therefore, we recommend testbed developers to consider using adapters from different
manufacturers if a similar problem is observed.

The main conclusion from these experiments is that, in order to evaluate protocols in MRMC mesh
networks, designer must carefully select the hardware and determine configurations such as type of
hardware, physical separation between radios, channel assignment on mesh router nodes based on
extensive experiments. The goal is to exploit the available spectrum as efficiently as possible and
achieve the highest bandwidth possible from the existing technologies [63].

4.5.2 Deployment and link measurement

Our testbed deployment is based on non-hierarchical, pure meshing architecture without centralized
server or tier-based control. As mentioned earlier, network monitoring, management and configuration
can be performed from any node in CyMesh or remotely through Internet using custom-made software.
This is one of the features that distinguishes CyMesh from other works, which provides great flexibility
and convenience to users and developers.
Friendly propagation environment is used in many previous indoor wireless testbed efforts, where experiments are carried out with all wireless nodes in the same room or office lobby. All links are LOS and short distance. However, real world deployment environment for wireless network could be much more complicated due to practical limitations. Therefore, to provide insights on the wireless network performance, it is important to account for the factors such as interference, path loss, shadowing and multi-path effect.

An ideal placement of nodes may provide flexible topologies as desired. However, this task is not trivial due to cost, environment and other practical reasons. With these considerations, we perform careful survey based on our available budget and resources and make the following node placement decision. As shown in Fig. 4.3, 9 stationary nodes (desktop PC) are deployed in the 3rd floor of the Coover Hall and three are deployed in the 1st floor in Atsantoff Hall to form the mesh backbone structure.

Since the ISU infrastructure Wi-Fi (2.4 GHz) co-exists with CyMesh, most experiments are carried out during nighttime in order to avoid interference, and each experiment is repeated several times for accurate measurement. It should be noted that, the source of most interference cannot be controlled. Therefore, one of the goals of wireless network testbeds is to study how to reduce the effect of interference, instead of eliminating interference completely. We consider our current deployment a reasonable solution that accounts for repeatability, easy manageability and extendability.

Upon successful deployment and configuration, we measure the quality of each link independently to create performance reference for multi-hop experiments. Accurate link quality prediction is crucial to routing protocols in wireless networks. Signal to Noise Ratio (SNR) has been used as a measurement for the predicting packet delivery ratio over a wireless link. However, SNR could vary drastically over space and time and it usually requires excessive probing packets. Several previous studies have shown that a simple direct mapping between SNR and delivery ratio values is often inaccurate. Moreover, the IEEE 802.11 standard specifies that link quality should be (for DSSS modulation) calculated from the correlation value obtained when code lock is achieved between the local pseudonoise (PN) code and the incoming PN codes. Most Wi-Fi card vendors use RSSI (Receive Signal Strength Indicator) which is hash of actual signal strength, missed beacons, retransmissions due to collision as the link quality.
Figure 4.10 Link capacity measurement

metric [64, 65]. Unfortunately, such RSSI values only provide very limited information to developers since the hash or mapping functions are usually unavailable to clients, and sometimes it is difficult to access the device driver directly and retrieve detailed information. Therefore, we measure the UDP throughput of each link, which is jointly determined by the link’s packet loss ratio and bandwidth.

For each link, we use ttcp to generate fully-saturated 1500-byte/packet UDP traffic with a duration of 30 seconds. Each link measurement is repeated 10 times and the average values are recorded. Note that 802.11a operates on a higher carrier frequency (5 GHz), hence its signal is more likely to be absorbed by obstacles and thus cannot penetrate as far as 802.11b, especially in NLOS conditions. For LOS and short distance links, we test both 802.11b/g and 802.11a adapters with link rate adaptation enabled. We record the highest achievable link capacity and use them as the benchmark for the performance of multi-hop routes.

Fig. 4.10 shows the capacity of all the links including those in Atsantoff Hall. Most links can only operate in 802.11b mode due to long distance or the obstacles between the nodes. The current deployment allows three links to use 802.11a or 802.11g with good connectivity and higher throughput. In addition, for some NLOS outdoor links with distances larger than 30 meters, we have installed a 14 dBi high gain antenna and custom-made signal reflector to increase the signal strength and maintain a stable link quality. It is observed that even though both 802.11a and 802.11g use OFDM as the
modulation scheme and have the same theoretical maximum throughput, the measured throughput using 802.11a is slightly higher than 802.11g with lower variance. This is because the noise level in the 2.4 GHz frequency band (802.11g) is higher, which results in lower signal to noise ratio (SNR) and hence lower data rate or more packet retries. Since the 5 GHz frequency band is less prone to interference, we decide to set these links to operate in 802.11a mode in the evaluation of the MRMC routing metrics.

4.5.3 Routing metric in MRMC networks

In SRSC wireless networks, throughput of an individual flow may decrease rapidly as node density and number of hops increase mainly because of the following reasons: (1) forwarding nodes cannot send and receive data simultaneously, and (2) due to the omnidirectional transmission nature of most 802.11 devices, if a node is transmitting, all neighbors within its carrier sense range will be prevented from transmission or exposed to interference.

MRMC architecture could significantly improve the network capacity by enabling simultaneous transmission on forwarding nodes, and reduce interference among adjacent links by operating them on different frequency channels. Previous work shows that routing metric plays an important role in such scenarios and has received extensive research efforts [9]. As discussed in Chapter 2, we have proposed AETD, a routing metric that quantifies end-to-end characteristics (link quality, data rate and channel diversity) of a path when making the routing decision. Simulation results show that AETD can provide noticeable throughput gain comparing to other routing metrics. In this section, we evaluate the performance of these routing metrics using CyMesh.

We test four different routing metrics by modifying the routing module in MCL, they are HOP, ETX, WCETT (default in MCL) and AETD. Since the number of links between stationary nodes is limited, we exploit the three mobile nodes to create various network topologies as desired. The reason for creating controlled topologies is that, different routing metrics may select different path (route) for the same source and destination pair, which may be different in bandwidth and link quality and hence yield different end-to-end throughput. Such difference becomes more significant as the network size and density increase, in other words, there are more candidate paths between a source and a destination.
So routing metrics with more considerations in link quality (e.g., bandwidth and channel diversity) may have more options in route selection. For each flow, we measure the performance of the path selected by each routing metric in terms of end-to-end delay and TCP throughput. We use ttcp to generate TCP traffic, and use 56 bytes Ping messages to measure the transmission delay (half the round trip time). There is only one active flow in the network at any time and each measurement is performed with a duration of 30 seconds.

Firstly, we evaluate the four routing metrics’ performance with different number of radios on each node. In the single radio setup, all radios operate on the same channel in the 2.4 GHz frequency band to ensure connectivity. In the two radio setup, we test both 802.11b/g (2.4 GHz) and 802.11a/b/g (2.4/5 GHz Mixed) modes by setting non-overlapping channels to the two radios at the same node (i.e., channel assignment with maximum channel diversity in theory). This allows us to evaluate the impact of channel diversity based the identified truly non-overlapping channels in the 2.4 GHz frequency band from baseline experiments.

Fig. 4.11 shows the average throughput of flows between all source and destination pairs among the nine stationary nodes and the laptop node (74-77-77-77-cc-01 as shown in the middle of the topology...
Figure 4.12  Effect of routing metric and path length on delay and throughput

in Fig. 4.3). We have three key observations from the results: (1) AETD, WCETT and ETX outperform HOP with noticeable improvement even in single radio networks by considering the link quality when making routing decisions; (2) the use of second radio and multiple channels can greatly improve system capacity; (3) the throughput improvement of AETD and WCETT over HOP and ETX has verified the importance of routing metric in MRMC networks. For example, AETD and WCETT achieve more than 102% higher throughput than HOP; (4) As expected, the performances of AETD and WCETT are similar with maximum channel diversity setup (i.e., no adjacent links operate on the same channel). However, when such maximum channel diversity setup is infeasible due to practical reasons such as limited number of non-overlapping channels and high node degree, AETD can achieve better intra-path channel diversity compared to WCETT. This is verified in the random channel assignment experiments.

AETD outperforms WCETT as expected, but with only about 5 percent improvement in throughput. The throughput gain of AETD over WCETT is limited compared to our simulation results in Chapter 2, mostly due to three reasons: (1) the network density of the testbed is much lower than that in simulation, hence the number of candidate paths between each pair of nodes is greatly reduced; 2) the network size of the testbed is much smaller than that in simulation settings; 3) it is difficult to control the interference range in real world environment. Another important observation is that 802.11a/b/g (2.4/5 GHz mixed) mode achieves the best overall performance by offering more non-overlapping channels and suffering less potential interference.
Next, we compare the four routing metrics’ performance by varying the minimum path length, which is controlled by carefully choosing source and destination nodes with different minimum hops in between. We use the 2.4/5 GHz mixed mode in this experiment to provide maximum channel diversity. Note that routing metrics considering link characteristics (e.g., AETD) may select longer path in terms of hop count, however such longer path may have better overall quality. Fig. 4.12 depicts the end-to-end delay and throughput using different routing metrics. The x-axis represents the minimum hop distance between the source and destination, while y-axis represents the average delay and achieved TCP throughput using different metrics. As we can see, by taking into account link quality, ETX outperforms HOP even in single radio networks. As the minimum hop distance between the source and destination nodes increases, AETD and WCETT show significant throughput gain by considering both link quality and channel diversity in multi-hop paths. On the other hand, the links in CyMesh vary a lot in packet loss ratio, delay and throughput. In such scenario, the potential gain by channel diversity is limited by the huge difference in the link quality. This is because the weight factors of channel diversity in AETD and WCETT are much lower than the weight of ETT. In the environments with more uniform link quality, higher node density and larger network size, AETD can be an attractive metric to offer more significant throughput improvement.

### 4.6 Conclusions

In this chapter, we describe the design and implementation of CyMesh, a wireless mesh network testbed based on IEEE 802.11 devices. We present our experimental results on link characteristics and the effect of routing metrics using CyMesh. We also discuss the issues we met and the lessons we learned during the design and deployment, which could serve as useful reference and guidance for future wireless network testbed implementations. We highlight the unique features of our testbed that differentiate it from other systems, such as diversity in the link characteristics (indoor/outdoor, LOS/NLOS), flexibility on routing metric selection, limited interference between co-located wireless networks, and capabilities of real-time network visualization, remote management, configuration and experiment operation.

Experimental results show that MRMC mesh networks can provide significant capacity gains over
SRSC networks. We also present the important role of routing metric in MRMC networks by extensive experiments, which verifies our analysis and the effectiveness of the proposed routing metric discussed in Chapter 2. In general, routing metrics for MRMC networks must be carefully designed in order to fully exploit the spectrum resource and additional radios to improve system performance.

We also identify some critical issues that limit the capacity of today’s WMNs. Firstly, the predominant MAC protocol used in most WMNs is the IEEE 802.11 family of protocols, which originally was not designed for multi-hop networks and hence may limit the WMN capability. Although there have been research approaches to address the issues of CSMA/CA in multi-hop networks [66, 67], novel MAC protocols or cross-layer optimization are desired to increase the system capacity while retaining the basic MAC compatibility with current Wi-Fi devices. Secondly, since TCP is originally designed for wired networks, there exist some issues of TCP over wireless links, such as degraded TCP performance due to mistaking wireless errors for congestion [68, 69]. This issues must be carefully addressed in the design of WMNs. Thirdly, our experiments show that the radio technology used in Wi-Fi could be inefficient in multi-hop WMNs under certain scenarios because of interference induced by the limited number of non-overlapping channels and the omnidirectional transmission nature. Therefore, using directional antennas is naturally an attractive option to improve further spatial and frequency reuse in WMNs.

In summary, as a manageable and affordable wireless network testbed solution, CyMesh can be easily extended and updated with new network protocols and radio technologies to investigate the aforementioned research issues. We expect CyMesh to serve as an open and expendable framework for future research in WMNs.
CHAPTER 5. NETWORK DESIGN AND CAPACITY OPTIMIZATION FOR WMNs

5.1 Literature survey

One of the key design considerations in the design of WMNs is to maximize aggregate system throughput and to provide satisfactory services to clients. In order to achieve these goals, the critical interference issue needs to be carefully addressed. It has been well known that interference among transmissions operating on the same frequency channel could be alleviated by using multiple radios on each mesh node and by assigning different channels to each radio, thus enabling more concurrent transmissions. For example, the routing metric we proposed in Chapter 2 is designed to find the path with high channel diversity and hence less intra-path interference. In addition to the MRMC network architecture, employment of directional antennas on each mesh node could further improve the system throughput via alleviating the interference between nearby nodes thus allowing more concurrent transmissions in the network.

Extensive research has been done to study the network performance optimization problem in WMNs. In [70], the authors present a maximum throughput and fair bandwidth allocation algorithm for MRMC WMNs, where channel assignment is predefined [71] and considered independently. The authors of [72] propose a centralized channel assignment and routing scheme based on heuristic route discovery and traffic load estimation. In [73], a dual-path routing selection metric is proposed to consider both link quality and interference. However, each node performs route selection independently, which leads to sub-optimal solutions.

In [74], tree-based network structure and routing protocol are proposed. Unfortunately, single-path routing in such tree structure cannot fully exploit the parallel transmissions offered by multi-path routing in MRMC WMNs. The authors of [75] formulate the joint routing and channel assignment problem as a Linear Programming (LP) problem to optimize the overall network throughput subject
to fairness constraints on clients. The algorithm begins by solving a network max-flow LP problem, which may violate certain practical constraints, followed by a set of post processing in order to round the LP results to a feasible solution. Moreover, channel assignment is performed after routing has been determined, which may not be optimal. A similar approach is proposed in [76]. Time synchronization is required in both algorithms. In [77], the authors show that the capacity of multi-channel networks exhibits different bounds that are dependent on the ratio between the number of channels and radios.

5.2 Motivation

It is well known that although the MRMC network architecture allows more simultaneous transmissions, it cannot eliminate the interference completely due to limited number of available non-overlapping channels and broadcast nature of the wireless medium. For example, the IEEE 802.11a physical layer (PHY) [2] offers 12 non-overlapping channels while there are only 3 in the IEEE 802.11b PHY [3]. Any radio within the interference range of a radio with omnidirectional antenna (which is approximately a disk centered at the radio) will be affected if they operate on the same frequency channel. In addition to exploiting frequency diversity, improving spatial reuse through antenna directionality in WMNs has been recognized as an attractive solution to further ameliorate the interference problem and increase the network capacity. With the same number of available non-overlapping channels, networks using directional antennas typically allow more parallel transmissions than those using conventional omnidirectional antennas. This motivated us to study the joint routing and channel assignment problem for WMNs with directional antennas.

5.3 System models

5.3.1 Network architecture

We consider a MRMC WMN consisting of stationary mesh nodes at known locations. Each mesh node is equipped with multiple IEEE 802.11 radios using directional antennas. As shown in Fig. 1.1, mesh nodes are connected through wireless links to form the communication backbone of the WMN. Traffic between end users and Internet will be relayed over one or multiple paths through the WMN. In
practice, quantity and locations of mesh nodes vary with the area of deployment, demand of services, and availability of resources.

We assume that all radios operate in half-duplex mode, i.e., a radio can only transmit or receive at any time. We say that there exists a link between two nodes if: (1) they have radios pointing to each other and operating on the same frequency channel, and (2) they are within the transmission range of each other. Two links are called adjacent if they have a node in common. Link capacity is defined as the highest possible data transmission rate over the link. Moreover, we assume symmetric links in the network; hence without loss of generality, we only consider traffics from APs to GNs in this work.

Formally, the WMN under consideration can be modeled as an undirected graph \( G = (V, E) \), where each node \( v \in V \) is equipped with \( d(v) \) radios with directional antennas. We use \( \Delta(G) \) to denote the maximum degree of the nodes in \( G \), i.e., \( \Delta(G) = \max\{d(v) \mid v \in V\} \). Moreover, we use \( e(u, v) \in E \) to represent the bi-directional link between nodes \( u \) and \( v \) with capacity \( C_e \). \( K \) stands for the total number of available non-overlapping frequency channels in the network.

### 5.3.2 Directional antenna and interference model

With an omnidirectional antenna, the interference range of a radio can be approximately modeled as a disk centered at the radio, and all nodes inside the disk are affected if their radios operate on the same frequency channel. How to improve the throughput by separating transmissions in the frequency domain has been well studied. However, the extent of improvement is strictly limited by the number of available non-overlapping channels. By contrast, usage of directional antennas offers spatial separation between contending transmissions hence may further improve the network performance. In this chapter, we consider mesh nodes equipped with multiple radios and each radio uses a practical low-cost switch-beam directional antenna with a fixed transmitting/receiving direction.

Since the transmit power of a directional antenna focuses in one direction and forms a cone-shape pattern, one can expect better spatial usage compared to an omnidirectional antenna. For example, as shown in Fig. 5.1(a), there is no interference between transmissions \( M2 \rightarrow T \) and \( S \rightarrow M3 \); hence they may proceed at the same time. However, if node \( M2 \) uses an omnidirectional antenna with interference range \( r \), these two transmissions cannot take place at the same time because \( M3 \) is within \( M2 \)’s
interference range and their radios work on the same channel.

![Diagram of directional antennas and interference](image)

(a) Directional antenna: spatial reuse

(b) Interference patterns in a network with $\Delta(G) = 4$

Unfortunately, interference cannot be eliminated completely even with directional antennas. Interference occurs if (1) a node is located within the cone-shape area of transmitter’s radio, and (2) it has radio(s) operating on the same frequency channel as the transmitter’s radio. We assume that the transmit power of each directional antenna is set properly so that they are able to communicate with one-hop neighbors while causing minimal interference to others. Thus, we only consider the interference among adjacent links. Moreover, in order to characterize the severity level of the interference on the common node of adjacent links, we introduce a heuristic interference factor, denoted by $\phi$. The value of $\phi$ at a node is determined by the following criteria:

- Each link with non-zero flow will be assigned a channel;
- The number of incoming flows ($I$) and outgoing flows ($O$) at a node and the channel assignment are both determined by the MIP solution;
- An increasing number of links (with flow) operating on same frequency channel at a node will result in a higher value of $\phi$;
- Interference among incoming flows has greater impact on throughput than that among outgoing flows.
The sum of $\phi$ of all nodes ($\Phi = \sum_{v \in V} \phi_v$) is a penalty applied to MIP solutions that assign same frequency channel to multiple interfaces on a node. Fig. 5.1(b) illustrates several example interference patterns in a network with maximum degree of 4, where $\phi_d > \phi_e > \phi_b > \phi_f > \phi_c > \phi_a$. In general, a larger $\phi$ is assigned to an interference pattern with more incoming/outgoing flows operating on the same channel. In practice, $\phi$ values could be determined by experimental measurements at the initial stage of the WMN deployment.

5.4 Problem statement

5.4.1 Design objectives

The goal of this work is to design a multi-objective algorithm to produce joint decisions on routing and channel assignment in MRMC WMNs. The primary objective is to maximize the aggregate system throughput, which measures the efficiency of network resource utilization. However, simply maximizing the aggregate system throughput may lead to starvation of certain APs. To address this fairness issue, the second objective is to maximize the minimum bandwidth allocation among APs. Further, we add the third objective which is to minimize the total hop count if the first two objectives have been achieved. In other words, if there exist multiple solutions that satisfy the first two objectives, our algorithm picks the one with minimum hop count in order to minimize the network resource utilization.

Most of previous work have proposed to perform channel assignment after the routing decision has been made [50, 70], which may not be optimal. In contrast, our algorithm is designed to consider routing and channel assignment together by solving a joint optimization problem, so as to yield better network performance.

5.4.2 Dual-path routing and one-to-one AP-GN association

Routing in a graph with link capacity limitation is usually formulated and solved as a max-flow problem, which finds a maximum-rate flow in a single-source single-sink network. The max-flow method may also be used in a multi-source multi-sink network by introducing a hyper source (which connects to all sources) and a hyper sink (which connects to all sinks). It has been shown that multi-path routing can significantly improve the end-to-end throughput in MRMC wireless networks [50, 73, 74].
However, such approaches have several inherent limitations in practice. Firstly, in the max-flow problem, each flow is allowed to travel through unlimited number of paths which makes the corresponding routing protocol very complicated. On the other hand, previous work [73, 78, 79] have shown that dual-path routing protocol efficiently exploits the feature of multi-path routing with much lower implementation complexity. For this reason, we add a feasibility constraint in our joint optimization problem: route selection is limited to dual-path routes. Simulation results in Chapter 5.6 demonstrate the effectiveness of dual-path routing in MRMC WMNs.

Secondly, in the max-flow problem, there is no restriction on the AP-GN association. One AP may be associated with multiple GNs. From practical implementation point of view, this may be technically challenging because multiple GNs have to cooperate with each other in order to service one AP. Therefore, we add another feasibility constraint in our joint optimization problem: each AP can only associate with one GN. This further reduces the complexity of the routing protocol generated by our algorithm.

5.5 Joint routing and channel assignment

We now describe the details of our proposed joint routing and channel assignment scheme. It consists of two steps. Given a network graph $G$, we construct an auxiliary graph $G'$ to model the following constraints explicitly:

- **General network constraints** that include the general flow constraint, number of radios on each node and total number of available non-overlapping channels, which will be formulated in Chapter 5.5.2;

- **Feasibility constraints** for implementation considerations: dual-path routing and one-to-one AP-GN Association, which were discussed in Chapter 5.4.2 and will be formulated in Chapter 5.5.2.

We formulate the problem of making joint decisions on routing and channel assignment as a Mixed Integer Programming (MIP) problem. The output of the MIP includes (1) the AP-GN associations, (2) the flow rate of each AP-GN pair on each link, which determines the routes and bandwidth allocated to each AP, and (3) the channel assigned to each link.
5.5.1 Constructing the auxiliary graph

Given a network graph $G = (V, E)$, we construct its auxiliary graph $G' = (V', E')$ in three steps:

- The sets of Access Points (APs), Gateway Nodes (GNs), and Mesh Routers (MRs) in a WMN are denoted by $S = \{s_1, s_2, \ldots, s_{|S|}\}$, $T = \{t_1, t_2, \ldots, t_{|T|}\}$, and $M = \{m_1, m_2, \ldots, m_{|M|}\}$, respectively. For each MR $m \in M$, we create $|S| \times |T|$ virtual nodes in $G'$ corresponding to $m$, namely $m^{s_1}, m^{s_2}, \ldots, m^{s_{|S|}}$ and $m^{t_1}, m^{t_2}, \ldots, m^{t_{|T|}}$, and denote this set of virtual notes as $M'$. All flows coming into $m^{s_i}$ are from AP $s_i$ and all flows going out from $m^{t_j}$ are destined for GN $t_j$. Similarly, each AP $s \in S$ is mapped to $|T|$ virtual nodes in $G''$ and each GN $t \in T$ is mapped to $|S|$ virtual nodes in $G'$.

- Secondly, for each MR $m \in M$, $|S| \times |T|$ intra-node links with infinite link capacity ($\infty$) are created in $G'$ which allow traffic to switch between different radios within node $m$, as shown in Fig. 5.2(b). Note that all intra-node links are omitted in the example $G'$ shown in Fig. 5.2(c) for clarity. Moreover, for each link $e \in E$ between MRs, we create $|S| \times |T|$ virtual links in $G'$, each with capacity $C_e$. For each link connected to an AP or a GN in $G$, $|T|$ or $|S|$ virtual links
are created in $G'$.

- Thirdly, since both $G$ and $G'$ are undirected graphs, the flow on link $e' \in E'$, denoted by $f_{e'}$, is bounded by $[-C_e, C_e]$, meaning that a flow can travel in either direction on a link depending on the algorithm. Note that if multiple flows (from different APs) share a common link, all the flows should follow the same direction on the link.

Fig. 5.2 shows an example of the above procedure. The original network graph $G$ and its auxiliary graph $G'$ are shown in Figs. 5.2(a) and (c), respectively. For instance, a flow in $G$ $s_1 \rightarrow m_1 \rightarrow m_2 \rightarrow t_1$ is mapped to $s_1^{t_1} \rightarrow m_1^{s_1} \rightarrow m_1^{t_1} \rightarrow m_2^{s_2} \rightarrow m_2^{t_2} \rightarrow t_1^{s_1}$ in $G'$, which enables us to model the feasibility constraints explicitly and conveniently.

Table 5.1 Additional notations used in the MIP Formulation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{st}$</td>
<td>A flow from AP $s$ to GN $t$</td>
</tr>
<tr>
<td>$f_{uv}^{st}$</td>
<td>Rate of flow $F_{st}$ on link $(u, v)$</td>
</tr>
<tr>
<td>$f_s$</td>
<td>Total bandwidth allocated to AP $s$</td>
</tr>
<tr>
<td>$H_{F_{st}}$</td>
<td>Total number of hops of flow $F_{st}$</td>
</tr>
<tr>
<td>$N(v)$</td>
<td>Set of neighbor nodes to $v$</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Network-level interference factor</td>
</tr>
</tbody>
</table>

5.5.2 MIP formulation

We formulate the problem of making joint decisions on routing and channel assignment as a Mixed Integer Programming (MIP) problem, which is shown in Fig. 5.3. The MIP formulation is presented using notations in $G$ for conceptual clarity only. In order to formulate the problem as a network flow model, all constraints and the objective function are transformed into $G'$ notations when solving the MIP. Other than the notations defined in Chapter 5.3, Table 5.1 summarizes the additional notations used in the MIP formulation.

Our objective is to maximize the aggregate system throughput, to balance the bandwidth allocation among APs, and to minimize the total hop count if the previous two objectives have been achieved. Correspondingly, as shown in Fig. 5.3, three parameters, $\alpha$, $\beta$, and $\gamma$, are introduced to the MIP objective function to weigh the minimum bandwidth allocation among APs, the total hop count, and the
interference level, respectively. These parameters can be adjusted by the network designer to reflect different design considerations.

We now explain the meanings of eight constraints in the MIP formulation.

- [C1] is a general flow constraint for all MRs, which ensures that the sum of incoming flows equals the sum of outgoing flows at each MR.

- [C2] states that the total bandwidth allocated to an AP \( s \) equals the sum of its outgoing flows.

- [C3] makes sure that the sum of outgoing flows from an AP \( s \) equals the sum of incoming flows to its associated GN. Note that the AP-GN associations are output by the MIP. By contrast, in the max-flow problem, the solution only guarantees that the sum of outgoing flows from all APs equals the sum of incoming flows to all GNs.

- [C4] ensures that there is no link capacity violation, meaning that the sum of all flow rates on a link does not exceed the capacity of this link.
Before proceeding to explanations for constraints [C5] to [C8], we first describe two integer variables introduced in the MIP formulation for modeling the feasibility constraints.

- For each link \( e' \in E' \) corresponding to \( e_k \in E \), we assign a binary variable \( b_{k,i,j} \) to 1 if a flow from AP \( s_i \) to GN \( t_j \) goes through link \( e_k \) or 0 otherwise. For example, in Fig. 5.2(c), \( b_{3,1,1} \) is set to 1 if there is a flow from AP \( s_1 \) to GN \( t_1 \) going through link \( e_3 \) in \( G \).

- In order to limit the number of paths for each flow, we associate an integer variable \( p_{i,j} \) to a flow from AP \( s_i \) to GN \( t_j \). Specifically, \( p_{i,j} \) is initially set to 1 and it increments by 1 each time flow \( F^{s_it_j} \) splits into two flows at AP \( s_i \) or an MR.

Now we resume to explain constraints [C5] to [C8].

- [C5] represents the total number of hops of flow \( F^{st} \).

- [C6] is a heuristic measurement of the total interference level in the network. \( I \) is the sum of interference factors \( \phi \) of all nodes, where \( \phi_v \) is calculated based on the routing and channel assignment on node \( v \), as described in Chapter 5.3.B.

- [C7] limits each AP to associate with only one GN.

- [C8] characterizes the dual-path routing limitation on all flows, which ensures that a flow cannot split into more than two paths towards the GN.

The solution to this MIP problem (1) maximizes the aggregate system throughput by selecting the best dual-path routes and minimizing the interference; (2) maximizes the minimal bandwidth allocation among all APs; and (3) minimizes the total hop count, while satisfying all the afore-described constraints. Although the MIP problem is known to be NP-hard, our problem can be solved efficiently in a reasonable time using the CPLEX solver [80], thanks to the branch-and-cut technique as well as our application of model optimization and two feasibility constraints, which shrinks the search space of the MIP significantly. This enables our algorithm to dynamically adapt to network condition changes in a timely manner.
5.6 Performance evaluation

We evaluate the effectiveness of the proposed scheme using the QualNet simulator [10].

5.6.1 Simulation setup

In the network we simulated, each mesh node is equipped with multiple radios with directional antennas. IEEE 802.11a MAC and PHY are adopted. We assume that link capacity is determined by the link distance, and each link may transmit at one of the eight available rates: 6, 9, 12, 18, 24, 36, 48, or 54 Mbps. Moreover, since the beam width of commonly available directional antennas ranges from 30° to 60°, we limit the number of radios on each node to 4 to minimize the backlobe and sidelobe effects of directional antennas.

We compare four routing protocols in the simulation: Single-Path; Dual-Path; Triple-Path; and Unlimited-Path which has no restriction on the number of paths from an AP to its associated GN. All routing protocols are generated by the MIP with constraint [C8] adjusted accordingly. We vary the number of available non-overlapping frequency channels ($K$) from 1 to 4 to study its effect on the network performance. Two types of networks are simulated: Grid Topology and Random Topology.

The parameters in the MIP objective function are set as follows. Recall that $\alpha$ is the weight for fair bandwidth allocation in the objective function. A larger $\alpha$ favors the AP with the minimum allocated bandwidth but may affect the aggregate system throughput. Therefore, we set $\alpha = 1$ since the aggregate system throughput is our primary objective. On the other hand, since the total hop count minimization has the lowest priority in the objective function, we set its weight $\beta = 1/L$ (where $L$ is the total number of links in $G$), which ensures that the total hop count will be minimized only if the other two objectives have been met. Moreover, since interference plays a critical role in system performance, we set $\gamma = 100$ to penalize the interference on adjacent links. $\phi$ values for different interference patterns are determined via simulation.

We evaluate the performance of the simulated routing protocols using two metrics: (1) the aggregate system throughput, which is the total bandwidth allocated to all APs, and (2) Jain’s fairness index [81]
of the bandwidth allocations among APs, calculated by

\[ J = \frac{(\sum x_i)^2}{n \cdot \sum x_i^2}, \]

where \( x_i \) represents the bandwidth allocated to AP \( i \) and \( n \) is the number of APs. Jain’s fairness index lies in \((0, 1]\) and \( J = 1 \) corresponds to the best-case scenario when bandwidth is evenly allocated among APs.

### 5.6.2 Effect of antenna directionality and channel diversity

We present the results from our preliminary studies on (1) the effect of spacial reuse by directional antennas and (2) channel diversity in chain topology with directional antennas.
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Figure 5.4 (a) Throughput improvement using directional antenna
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Figure 5.4 (b) Effect of channel diversity with directional antenna

To study the effect of spatial reuse and potential throughput improvement by using directional antennas, we vary the number of links in a \(500m \times 500m\) area. The distance between each pair of nodes is 50 meters. All nodes are equipped with 802.11a radio. In each link Tx transmits CBR traffic to Rx using the highest data rate (54 Mbps). We evaluate three antenna models: omni-directional antenna, directional antenna with 30 degree main-lobe beamwidth, and directional antenna with 15 degree main-lobe beamwidth. The results are plotted in Fig. 5.4(a). It is shown that antenna directionality can significantly improve the aggregate system throughput by effectively exploiting spatial reuse. As expected, the throughput gain becomes more significant with smaller beamwidth which enables more simultaneous transmissions and less collisions.
Next, we study the impact of channel diversity in a chain topology with different antenna models. We create a chain topology where nodes are placed 50 meters apart. We measure the end-to-end throughput of the following configurations: omni-directional antennas with single channel, directional antennas with single channel and directional antennas with multiple channels. As shown in Fig. 5.4(b), with omni-directional, the end-to-end throughput decreases dramatically as number of hop increases because carrier sense prevents simultaneous transmissions. On the other hand, with directional antennas and single channel, links suffers severe interference because transmitters are not aware of other transmissions which may result in high level of interferences in such chain topology, and hence throughput degradation. With directional antennas and multiple channels, it is possible for multiple directional transmissions to operate simultaneously and achieve significantly higher end-to-end throughput.

The preliminary results show that efficient utilization of directional antennas and multiple frequency channels can effectively improve spatial reuse and frequency reuse, which is critical to enhancing the system capacity of WMNs.

5.6.3 Grid topology

We now study a grid-topology network. As shown in Fig. 5.5(a), 49 mesh nodes are uniformly deployed in a $1500m \times 1500m$ area and form a $7 \times 7$ grid topology. The distance between neighbor nodes is 250 meters, which corresponds to link capacity of 24 Mbps according to the IEEE 802.11a propagation model in QualNet. We generate 10 scenarios with different AP and GN locations. In each scenario, we randomly selected three nodes as APs and three nodes as GNs. An example scenario is shown in Fig. 5.5(a). Simulation results are shown in Fig. 5.6 where each point is averaged over 10 scenarios.

We have two observations from Fig. 5.6. Firstly, the system throughput increases with the number of available non-overlapping channels ($K$). The prominent throughput increment is observed when $K$ increases from 1 to 2. However, one can see that the performance improvement is almost negligible when $K \geq 3$. This suggests that we can obtain considerable throughput improvement in multi-radio networks with only a small number of non-overlapping channels.

Our second observation is that the proposed dual-path routing protocol can efficiently exploit the
MRMC architecture of the network and achieve significant throughput improvement compared with the single-path routing protocol. Moreover, as shown in Fig. 5.6, the marginal gain obtained by triple-path and unlimited-path routing over dual-path routing are very limited in most scenarios. According to our analysis, in grid-topology networks, triple-path and unlimited-path routing show clear advantage only if (1) an AP can find more than three disjoint paths to its associated GN, and (2) there are at least three available non-overlapping channels.

In order to study the system performance in detail, we plot the simulation results of all 10 scenarios in Fig. 5.7. The cases of $K = 1, 2$ are omitted since the performance difference are less significant due to severe interference. Compared with dual-path routing, unlimited-path routing improves the system throughput by 65.5% at most, which occurs in Scenario #7 as shown in Fig. 5.5(b). In this scenario, both AP1 and AP2 have three disjoint paths to their associated GNs (GN1 and GN2 respectively), and AP3 has four disjoint paths to GN3. Therefore, all the transmissions shown in Fig. 5.5(b) can take place simultaneously when $K = 4$. This agrees with our analysis above. On the other hand, in most of the randomly generated scenarios, there are only small performance differences between dual-path and triple-path/unlimited-path routing. This in turn supports our decision on limiting the route selection to dual-path routes, which strikes a balance between the network performance and the complexity of
Figure 5.6  Comparison of system throughput in grid-topology networks

Figure 5.7  Results of 10 simulated scenarios in the grid-topology network

system implementation.

The Jain’s fairness index of bandwidth allocation in the 10 simulated scenarios are \{1, 1, 1, 0.9977, 1, 0.9290, 1, 0.8939, 1, 0.9999\} respectively. We observe that even the worst-case scenario yields a fairness index of 0.8939, which proves that the introduction of the fairness component in our objective function can effectively balance the bandwidth allocation and avoid starvation on some of the APs.
5.6.4 Random topology

We next consider random-topology networks where 49 mesh nodes are uniformly randomly placed in a $1500m \times 1500m$ area. We assume that the network is a planar graph with maximum degree of 4. Link capacity is only dependent on the link distance. An example random topology is shown in Fig. 5.8(a), where the number along each link represents the link capacity (in Mbps). Again, three APs and three GNs are randomly selected in each scenario. Simulation results are plotted in Fig. 5.9 where each point is averaged over 10 scenarios.

![Random topology network](image)

**Figure 5.8** Random-topology networks with 49 nodes

Compared with that in the grid-topology network, the performance gain of multi-path routing over single-path routing is less significant in random-topology networks. The reason is that, due to the link capacity diversity in random-topology networks, there may exist bottleneck regions where even multi-path routing cannot detour around or find better paths.

Another observation in Fig. 5.9 is that the performance gap between dual-path routing and triple-path/unlimited-path routing is even more narrowed than that in the grid-topology network. One explanation for this phenomenon is that the interference problem becomes more severe as the number of routing paths increases, especially in random-topology networks where two links that are more than two hops away may still interfere with each other. Note that, though we assume that the transmit power
of each directional antenna has been adjusted properly, the interference pattern is still difficult to predict when mesh nodes are randomly placed.

In order to show insight of the performance difference of simulated routing protocols in random-topology networks, we plot the simulation results of all the 10 simulated scenarios in Fig. 5.10. We can see that single-path routing performs differently in 10 scenarios, mainly due to non-uniform link capacities and unpredictable bottlenecks along routing paths. In contrast, triple-path and unlimited-path routing are more likely to achieve higher throughput. Fig. 5.8(b) shows the routing paths when unlimited-path routing is used in Scenario #3, which yields significantly higher throughput than dual-
path routing because there exist more than two fully or partially disjoint paths from each AP to its associated GN. However, the performance gain of triple-path or unlimited-path routing over dual-path routing is limited on average.

The Jain’s fairness index of bandwidth allocation in the 10 simulated scenarios are \{0.9996, 0.9886, 0.9953, 0.9863, 0.9957, 0.9511, 0.9327, 0.9154, 0.9980, 0.9703\} respectively. Clearly, the bandwidth is almost evenly distributed to all APs in most scenarios despite the link capacity diversity in random-topology networks. These results again convincingly confirm the effectiveness of the proposed scheme which achieves high aggregate system throughput while maintaining fairness among APs, both of them are highly desirable in WMN applications.

5.7 A heuristic approach to the joint routing and channel assignment problem

The proposed centralized MIP-based algorithm is designed to find the optimal solution to the joint problem. Since the search space of such NP-hard problem could be very large, the computational complexity is high and hence finding the optimal solutions of the MIP is time consuming, which is the main drawback of the MIP algorithm. Therefore, a heuristic approach is desired to balance the tradeoff between optimality and implementation complexity. Moreover, a simple, fast heuristic algorithm can adapt to varying network conditions (e.g., link quality fluctuation and topology changes) and handle node join/leave events easily. Hence, we propose two heuristic algorithms as alternate solutions to the MIP-based algorithm with the following requirements:

• Performs in a distributed manner.
• Converges to a stable solution within much less time than the centralized algorithm.
• Yield reasonable performance with the same constraints and objective function.

Table 5.2 summarizes the characteristics of the two proposed heuristic algorithms:

5.7.1 Distributed algorithm 1

In this section, we describe the Distributed Algorithm 1 (DA-1) in details. The operation of DA-1 includes two steps:
Table 5.2 Summary of the two heuristic algorithms

<table>
<thead>
<tr>
<th></th>
<th>DA-1</th>
<th>DA-2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Operation</strong></td>
<td>Find best route(s) for each AP; Then assign channels to each route accordingly to minimize interference</td>
<td>Assign channels to all links; Then decide best route(s) for each AP</td>
</tr>
<tr>
<td><strong>Pros</strong></td>
<td>Channel assignment is optimized according to traffic pattern which can efficiently exploit the frequency resource</td>
<td>Route decision considering channel information can estimate the overall quality of a path more accurately; Newly joined AP will not trigger channel assignment</td>
</tr>
<tr>
<td><strong>Cons</strong></td>
<td>May lead to channel conflict and unfairness in channel assignment among APs; Newly joined AP may require channel assignment</td>
<td>Links with flows may not be able to efficiently exploit the frequency resource comparing to DA-1</td>
</tr>
<tr>
<td><strong>Routing Complexity</strong></td>
<td>$O((E + V \cdot \log V) \cdot No.ofGN)$</td>
<td>$O((E + V \cdot \log V) \cdot No.ofGN)$</td>
</tr>
</tbody>
</table>

1. Route discovery - each AP calculates the best routes to each GN and associate with the GN with lowest routing cost.

2. Channel assignment - once routing decision is made, channel assignment is performed in a way that interference is minimized.

In route discovery, all radios operate on a common channel in route discovery mode. Each GN broadcasts its routing announcement messages with an advised channel sequence periodically, which are propagated to all mesh nodes along with link and route cost information; link and node status change will be updated in nodes routing table, which may trigger route change. Each node keeps tracking the route cost to all GNs, and calculates two best link-disjoint routes (if applicable) to the GN that minimizes the given path metric using a modified Dijkstra’s algorithm. Each AP uses the best and second-best route (to the selected GN) for data forwarding. Once route discovery is completed, traffic pattern in the network will be determined and GNs can share the load information of all APs. Channel assignment will be performed and optimized for the selected routes based on the order of APs loads.
During channel assignment, each GN initializes the channel assignment procedure by advising a unique channel sequence to each route. The route to the AP with highest load will perform channel assignment first, then the AP with next highest load, so on so forth. All nodes along a route follow the advised channel sequence and switch to assigned channels to minimize intra-path interference. If there exists a channel conflict on a link (e.g., a link is shared by multiple routes with different channel sequences), the link will switch to a new channel different from the advertised two - if the new channel does not incur intra-path interference in both routes. If such a new channel does not exist, the link uses the previously assigned channel. Note that this may lead to sub-optimal channel assignment, however it ensures that the protocol can converge in a short period of time.

5.7.2 Distributed algorithm 2

We now describe the Distributed Algorithm 2 (DA-2) in details. The operation of DA-2 includes two steps:

1. Channel assignment - a simple, distributed channel assignment algorithm is applied to minimize the interference among multiple radios at each node.

2. Route discovery - each AP calculates the best route to each GN (routing metric accounts for link quality and channel diversity) and select the GN with lowest routing cost to associate with.

Although one can model and solve it as a classic node-coloring problem in a conflict graph, it is time consuming for such distributed protocol. In this proposed heuristic, we try to assign different channels to links that are adjacent to the same node to minimize interference. Specifically, each GN assigns different channels to adjacent links by sending an advertised channel messages to its neighbors. GNs and nodes closer to GN (measured by hop count) have higher priority when assigning channels. Each neighbor node follows the advertised channel, and try to assign different channels to its other radios; if this is impossible due to limited number of channels, the algorithm favors the link with lower cost. If there exists a conflict (the two radios of a link prefer different channels and there is no 3rd channel available), the algorithm will select a channel randomly.
Once channel is assigned to all links, route discovery will be performed. Nodes compute the route to each GN using Dijkstra’s algorithm and select the GN with lowest routing cost. Routing metric accounts for both link quality and channel diversity. If applicable, each node computes a second link-disjoint route to the selected GN. Each AP uses the best and second-best route (to the selected GN) for data forwarding.

5.7.3 Performance evaluation

In this section, we evaluate the performance of DA-1 and DA-2 and compare them with the MIP-based algorithm. We study random topologies where 49 nodes are deployed in a $1500m \times 1500m$ area with an average distance of $250m$. The number of radios on each node is set to 4 and the number of non-overlapping channel varies from 1 to 4. Same practical constraints are applied which ensures dual-Path routing and 1-to-1 AP-GN association. 3 GN and 3 AP are randomly selected in each run and all results are averaged over 10 randomly generated topologies. All other settings are same as those described in Sec. 5.6.

Three metrics are used to evaluate the performance of three algorithms: system aggregated throughput, throughput fairness of among GNs and time consumed to derive the solution (simulation). The simulation results are shown in Fig.5.11.

Simulation results show that the two proposed distributed algorithms can achieve comparable performance with the MIP while using significantly less time. For example, in 3-channel scenarios, DA-1 and DA-2 yield 93% and 87% of the throughput of MIP, respectively. MIP takes more than 3 hours on average to derive solutions, in comparison, both DA-1 and DA-2 take less than 2 minutes to find the solutions in our simulation (this does not include the distributed protocol overhead). As expected, both DA-1 and DA-2 lead to some unfairness issues as they do not explicitly consider fairness among APs when make routing decisions, while MIP performs well in guaranteeing a certain level of fairness among APs by considering fairness in the objective function.

Fig.5.12 and Fig.5.13 compare the performances of all algorithms with different traffic load (i.e., number of flows) and number of non-overlapping channels in the network. We have the following observations:
Figure 5.11 Performance comparison of heuristic algorithms and MIP

- When the number of channels and traffic load are both low, DA-1 could be a better choice since it shows some advantage over DA-2 in throughput and performs similarly to DA-2 in terms of fairness.

- When traffic load is heavy or unpredictable, DA-2 is a better option regardless of the number of channels. This is because, in addition to the advantage of lower implementation complexity, DA-2 yields similar throughput as DA-1 and outperforms DA-1 in terms of fairness since the frequency resource is allocated to all flows more uniformly.

- As the traffic load increases, the MIP solution is less affected in maximizing system throughput, while guaranteeing fairness among APs comparing to DA-1 and DA-2. Therefore, the performance gap between the two heuristics and the MIP-based algorithm will increase especially in terms of fairness provisioning. However, the difference in the computation time will also increase as the number of flows increases, which makes the MIP-based algorithm infeasible to handle frequent node join/leave events or network condition variation.
In summary, one may consider DA-1 when the traffic load is light and the number of non-overlapping channels is less than the number of radios on each node, because the channel assignment scheme of DA-1 can efficiently exploit the traffic pattern information and achieve higher throughput. However, in other scenarios, DA-2 is the appropriate choice which can achieve similar or better performance than DA-1 with less implementation and operation complexity. Finally, the MIP solution can be used to provide the throughput and fairness benchmark to evaluate the performances of different heuristic algorithms. We hope the simulation results could provide a preliminary guidance for network designers and administrators to select the most appropriate solution based on the real scenarios.

5.8 Conclusion

In this chapter, we study the problems of system throughput maximization and fair service provisioning in MRMC WMNs with directional antennas. We propose a novel algorithm to produce joint
decisions on routing and channel assignment with practical implementation considerations. Since this problem is known to be NP-hard, we formulate it as a Mixed Integer Programming problem and solve it using the CPLEX optimizer. Through extensive simulation study, we show that our scheme (i.e., the solution to the MIP problem) efficiently exploit the MRMC network architecture and directional antennas in WMNs, which lead to drastically improved aggregate system throughput while maintaining fair bandwidth allocations among APs. Moreover, we translate practical implementation considerations into feasibility constraints in the MIP problem; as a result, our scheme is simple and easy to implement, thus facilitating its deployment with commercial wireless networking devices such as IEEE 802.11 compliant devices.

Furthermore, to seek a balance between optimality and complexity, we propose two simple, easy-to-implement heuristic algorithms as alternatives to the MIP-based centralized algorithm. Simulation results show that the proposed heuristic algorithms yield comparable performances to the MIP-based solution and take much less time to derive the solution. Simulation results could aid network designers to select an appropriate algorithm based on real network conditions, such as the number of available non-overlapping channels and predicated traffic load. Possible extensions include incorporating the routing metric and fairness notion presented in previous chapters into the proposed algorithms, and development of the distributed protocol to implement the proposed heuristic algorithms.
CHAPTER 6. SUMMARY

In this dissertation, we have studied the key issues related to QoS provisioning in WMNs. We propose novel solutions to these issues, and present protocols and schemes specifically designed and optimized for WMNs to achieve efficient radio resource usage and provide cost-efficient Internet access services to clients. Our main contributions are summarized below.

• We propose a new routing metric, called AETD, to find the path with minimal interference and channel contention for high throughput routing in MRMC WMNs. Moreover, AETD can be integrated into existing routing protocols and automatically determine the best path for a source/sink pair through the network.

• We devise a novel fairness notion, called Fulfillment-based Fairness (FbF), to address the performance anomaly and association anomaly issues associated with the existing fairness notions. FbF seeks a balance between aggregate system throughput and fulfilment-based fairness among clients. In addition, two algorithms are developed to implement FbF in different scenarios.

• We design and implement CyMesh, an MRMC WMN testbed using off-the-shelf IEEE 802.11 hardware on the campus of Iowa State University. We discuss the issues, observations and learned lessons during the design and deployment of CyMesh. We demonstrate that the MRMC architecture can significantly improve the capacity of WMNs comparing to the SRSC architecture. Moreover, we evaluate the performance of our proposed routing metric using CyMesh and report the experimental results. Our implementations and feasibility tests have demonstrated enough advantages to motivate further experimenting in MRMC WMNs.

• We develop a centralized, MIP-based joint routing and channel assignment algorithm for WMNs with directional antennas. This joint algorithm is designed to maximize spatial and frequency
reuse simultaneously in WMNs for optimizing network capacity, which considers both practical limitations and implementation complexity issues. Moreover, in order to balance performance optimality and implementation complexity, we propose two simple, fast heuristic algorithms which yield comparable performances to the MIP-based centralized algorithm but requiring much less computational time. These algorithms can serve as a network architecture design and capacity optimization framework in resolving the multi-dimensional QoS provisioning challenges in WMNs.

The simulation and experimental results in this dissertation show that it is possible to deploy cost-efficient, easy-to-deploy and high capacity WMNs with appropriate design and implementation. We believe that the insights and experiences we gained from this dissertation work can stimulate more research in architecture design, protocol optimization and testbed implementation of WMNs in order to provide low-cost, anywhere-anytime Internet access solutions in the near future.
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