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ABSTRACT

With the recent advancements in digital technology, three-dimensional (3-D) shape measurement has played an increasingly important role in fields including manufacturing, homeland security, medical sciences, and entertainment. Over the past decades, numerous 3-D shape measurement techniques have been developed. Among these existing techniques, fringe analysis based on phase-shifting sinusoidal structured patterns stands out because of its numerous advantages. However, there are still some major challenges of the existing digital fringe projection system for accurate 3-D shape measurement and for future speed improvement. They are: (1) projector nonlinearity problem, (2) synchronization problem, and (3) exposure time limitation problem. There are currently two approaches to generate sinusoidal fringe patterns with a digital-light-processing (DLP) projector: defocusing binary patterns (DBP) and focusing sinusoidal patterns (FSP). The focus of this dissertation research is to compare these methods for high-quality 3-D shape measurement.

We developed a system based on a digital fringe projection and phase-shifting technique to perform various comparison tests. The system utilizes a DLP projector to project computer generated fringe patterns onto the object and a charged-coupled-device (CCD) camera to acquire the fringe images. Conventionally, sinusoidal fringe patterns are usually supplied to a focused projector, and the DBP method is used to properly defocus the projector to generate sinusoidal patterns from binary structured patterns. We compare the performance of the new DBP approach against the traditional FSP method by analyzing the phase errors introduced by following factors: (1) defocusing degree, (2) exposure time, (3) synchronization, and (4) projector nonlinear gamma.
The traditional FSP involves some practical issues for high-quality measurement. Our experiment found it is possible to generate ideal sinusoidal fringe patterns by the DBP method, and when the projector is defocused to a certain degree, the phase error induced by the DBP method is very close to that produced by the FSP approach. With the DBP method, 3-D reconstruction was shown to be feasible.

Short exposure time is especially needed when measuring fast motion. For the FSP method, the minimum exposure time of the camera is limited by the projector’s fringe projection rate, and the phase error is very large when a very short exposure time is needed. The experimental results show that the phase error does not change very much when the exposure time alters, and if a very short exposure time is needed, the DBP method clearly outperforms the FSP method for 3-D shape measurement. It also provides a potential way to develop fast 3-D shape measurement technique.

For the DLP projector, if it is supplied with sinusoidal fringe patterns, the synchronization between the projector and the camera is critical. When the projector is not synchronized with the camera, the phase error for the DBP method is much smaller than that for the FSP method when the exposure time is not multiples of projection cycle. By implementing the DBP method in our system, we could achieve 3-D reconstruction without synchronization between the projector and the camera.

Projector gamma correction, which is usually a time-consuming procedure, is mandatory for the FSP method. In this research, we found no projector gamma correction is needed for the DBP method. Our experimental results demonstrated it can achieve high-quality 3-D reconstruction by the DBP method without projector nonlinearity calibration.
Compared with the FSP method, the possible shortcomings of the DBP method are: (1) seemingly sinusoidal fringe patterns are still composed of high-frequency harmonics, which results in measurement error, and (2) the depth range of high-contrast fringe patterns is small. Even with these drawbacks, this new technique still has the potential to replace the conventional fringe generation technique.
CHAPTER 1. INTRODUCTION

With the recent advancements in digital technology, the use of fringe projection techniques for 3-D shape measurement techniques has become one of the most active research areas in optical metrology [1]. Among the various fringe analysis techniques, the one employing sinusoidal fringe patterns and phase shifting approach is one of the most widely used due to its speed and accuracy [2]. However, there are some practical issues to be considered for high quality measurement and for its speed improvement. Currently, there are two approaches to generate sinusoidal fringe patterns with a DLP projector: DBP and FSP. The objective of this dissertation research is to compare these methods with respect to the following issues: (1) degree of defocusing, (2) exposure time, (3) synchronization, and (4) projector nonlinear gamma. Studying how to use a commercial projector to realize real-time, low-cost, reliable, and accurate 3-D shape measurement is highly needed.

State of the art is reviewed in Section 1.1. The motivations of this research are introduced in Section 1.2. The objective of this research is addressed in Section 1.3, and Section 1.4 presents the organization of this dissertation.

1.1 State of the art

3-D shape measurement technique is concerned with extracting the depth information from the image of the measured object. The methods investigating this topic fall into two categories, passive and active, depending on their source to sense the object [3].

The passive methods are essentially to capture photographs of the object from different viewing angles, and to obtain the depth information by finding the correspondence
between images and establishing the triangulation relationship between the object point and the camera sensors. Active methods, on the other hand, recover depth information by actively putting some pre-defined structured patterns onto the object surface to assist the corresponding identifications. Our work falls in the category of the active methods.

The structured light is defined as the projection of simple or encoded light patterns (i.e. points, lines, grids, complex shapes) onto the illuminated scene [4]. Due to its merits of easy implement and fast full field measurement, the structured light method has been widely used in the field of vision-based, non-contact 3-D shape measurement [5].

Zhang & Huang put forward a technique called digital fringe projection and phase-shifting technique and have successfully developed a high-resolution, real-time 3-D shape measurement system, which achieved simultaneous 3-D shape acquisition, reconstruction, and display at a speed of 40 frame/sec [6]. Chen et al. presented an idea of designing uniquely color-encoded pattern projection to realize 3-D shape reconstruction with only local analysis of a single image. The system has the advantage of dynamically adjusting the position between the camera and the projector [7]. Based on the combination of gray-coded and phase-shifting methods, Chen et al. developed an accurate 3-D shape measurement system to reach 360° measurement. The average standard deviation is 0.076 mm for a plaster model with the volume of 320 mm × 200 mm × 250 mm [8]. All of those techniques require structured light patterns are sent to a focused projector to fulfill precise 3-D shape measurement, which belongs to the FSP approach.

Shape recovery from the defocusing method is different from that of the focus method. It needs to compute the blur degree of the images and carefully calibrate the imaging system about its blurring characteristics [9]. Without precisely estimating the defocusing
blur, it would not be possible to obtain the proper reconstruction. Hinojosa et al. developed a
3-D shape measurement system by using projections of cylindrical wavefronts on the object
to extract the depth information of the objects from the defocusing structured light (DSL)
image and recover the 3-D surface information [10]. However, this approach has not realized
real-time 3-D shape measurement.

A fringe pattern is essentially a special case of structured light pattern in which the
stripe intensity varies sinusoidally. Conventionally, the fringe patterns are generated either by
a mechanical grating or by laser interference. With recent advancements in digital display
technology, which has the advantage of generating and controlling the fringe patterns
accurately and easily, 3-D shape measurement based on the fringe projection techniques has
become one of the most brisk fields in optical metrology and has various applications in
diverse fields [11-14].

Although the traditional FSP approach based on digital fringe projection and phase-
shifting technique has been widely adopted, there are practical considerations of the existing
digital fringe projection technique:

(1) **Projector nonlinearity problem.** Because the commercial video projector is
usually a nonlinear device that is purposely designed to compensate for human
vision, generation of sinusoidal fringe image is difficult. Therefore, to perform
high quality 3-D shape measurement using a digital fringe projection and phase-
shifting method, the projector nonlinearity calibration is usually mandatory.
Different methods have been developed to calibrate and correct the nonlinearity
of the projector [15-20]. The projector nonlinearity calibration increases the
complexity of the system development. Moreover, our experiments found that the
projector nonlinearity changes overtime, thus it needs to be re-calibrated frequently for high quality measurement.

(2) **Synchronization problem.** Because the DLP projector generates one full grayscale image by time modulation [21], it is vital to capture the whole channel projection in order to acquire correct and accurate grayscale images. Therefore, if sinusoidal fringe patterns are supplied to the projector, the synchronization between the projector and the camera is critical and the exposure time of the camera must be precisely controlled. This means that the camera must start its exposure when the image starts refresh, and must stop its exposure when it finishes refresh.

(3) **Exposure time limitation problem.** Since the projector and the camera must be precisely synchronized, the minimum exposure time of the camera is limited by the projector’s fringe projection rate, typical 120 HZ for a DLP projector. The camera exposure time cannot be shorter than the single channel projection time 2.78 ms (1/360 sec). This certainly limits its application to measure fast motion when a very short exposure time is needed.

To avoid these problems, one approach is to use the DLP Discovery platform developed by Texas Instruments (TI). With DLP Discovery board, high-speed, highly linear sinusoidal fringe patterns can be generated, and the synchronization between the camera and the projector can be precisely controlled [22, 23]. However, compared with a commercial DLP projector, the DLP Discovery platform is much more expensive. Therefore, studying how to use a commercial projector to realize real-time, low-cost, reliable, and accurate 3-D shape measurement is highly needed. Although the existing technology does still not reach
all these features together, in this dissertation, we will present a DBP approach and give a comparison study of digital sinusoidal fringe generation technique, and the research work in this thesis will bring a new perspective to the goal.

The idea of generating sinusoidal fringe patterns by the DBP method comes from our two observations [24]: (1) seemingly sinusoidal fringe patterns often appear on the ground when the light shines through open window blinds, and (2) the sharp features of an object are blended together in a blurring image that is captured by an out-of-focus camera. The former gives the insight that an ideal sinusoidal fringe image could be produced from a binary structured pattern, and the latter provides the hint that if the projector is defocused, the binary structured pattern might become an idea sinusoidal one.

The DBP approach takes the advantage of the operation principle of an optical switch called digital micromirror device (DMD) in a DLP projector [21, 25]. DMD consists of an array of tiny mirrors, and each mirror can reflect light in one of two directions, depending on the state of the underlying memory. When the memory state is in the ON state (1), the mirror tilts $+\theta$ degrees as to reflect light towards the projection aperture. When the memory state is in the OFF state (0), the mirror tilts $-\theta$ degrees as to reflect light towards the projector aperture, as seen in Figure 1. Thus, the ON state of the mirror appears bright and the OFF state of the mirror appears dark, and the grayscale values of the image are generated by controlling the percentage of ON time of the micromirror during one frame period. For instance, when a uniform image with grayscale values of 255 is supplied to a DLP projector, the micromirrors have the duty cycle of almost 100% ON. If the grayscale value is reduced to 128, each micromirror stays ON for only half of the projection cycle time. When the input gray scale is reduced to 64, the time that each micromirror stays ON is 1/4 projection cycle.
Figure 2 shows the schematic diagram of a single-chip DLP projector. The white light first generated by the lamp in a DLP projection system passes through a color wheel filter as it travels to the DMD chip. The color wheel composed of RGB color filter spins at a high speed producing red, green, and blue light sequentially that illuminates the DMD surface. The DMD synchronizes with the color light, reflects it based on the color shining on it and forms three color channel images. By this way, the color channel images are outputted sequentially onto the screen. Due to its high resolution, high optical efficiency and brightness,
high speed, and robust stability [21], the DLP display supersedes with Cathode Ray Tube (CRT) or Liquid Crystal Display (LCD) displays and becomes one of the most active applications in digital fringe generation technique.

For the DBP approach, the computer generates gray scale images with binary state (0 or 255) are used, which means each micromirror is always set to be a value of 0 or 255, it should stay OFF or ON all the time. By this means, the micromirror will act as “solid state” (does not flash) [26]. Therefore, the fringe patterns are always generated in solid state and any segment of time can represent the produced signal, which means no precise synchronization between the projector and the camera is needed. At the same time, the exposure time of the camera can be shorter than one projection cycle. With this new technology, the 3-D shape system can measure fast motion and the measurement speed could be greatly improved. Thus, the DBP method clearly has the potential to develop high-speed real-time 3-D shape measurement.

The major contribution of this research is that it does a comparison study of sinusoidal fringe generation techniques between the DBP method and the traditional FSP approach. The experimental results have verified that generating sinusoidal fringe images by the DBP is less sensitive to the exposure time used, to the synchronization between the projector and the camera, and to the projector nonlinear gamma. On the contrast, for the conventional FSP method, all these factors must be well controlled to ensure high-quality 3-D measurement. Thus, this DBP technique can be used to measure fast motion when a very short exposure time is needed and has significantly simplified the development of 3-D shape measurement system. Compared with the FSP method, the DBP technique has the potential
to replace the conventional fringe generation technique for 3-D shape measurement based on fringe analysis techniques.

1.2 Motivation

Over the past years, a number of 3-D shape measurement techniques have been developed including some with real-time capabilities [27-31]. 3-D shape measurement using a DLP projector becomes increasingly popular during the past few years. Among these existing 3-D shape measurement techniques, the use of fringe projection techniques for generating 3-D surface information has become one of the most popular research areas in optical metrology because of its ability to provide high-resolution, whole-field 3-D reconstruction of objects in a non-contact manner at high speed [1].

Although the conventional FSP approach based on a digital fringe projection and phase-shifting technique has been widely adopted, there are three major problems for accurate 3-D shape measurement and for future speed improvement: (1) projection nonlinearity problem, (2) synchronization problem, and (3) exposure time limitation problem. Our recent study has found that using a DBP approach can simplify or alleviate these problems relating to the ideal fringe generations with a digital video projector [24, 32]. In this dissertation, we will have a comparison study about these two methods for high-quality 3-D shape measurement.

1.3 Objective

The aim of this research is to compare the DBP method and the FSP method with respect to the following factors: (1) degree of defocusing, (2) exposure time, (3)
synchronization, and (4) projector nonlinear gamma. In this dissertation, the fundamentals of these two techniques will be explained, the defocusing simulation for the DBP method and the experimental results for the comparison study will be shown, and the advantages and disadvantages of the DBP method compared to the FSP method will be discussed.

1.4 Organization of this dissertation

This dissertation is organized as follows: Chapter 1 discusses the motivation of using defocusing binary pattern method for the 3-D shape measurement. Chapter 2 describes the methodology and explains the details of the technique. Chapter 3 contains the theoretical background related to optics. Chapter 4 shows some simulation results. Chapter 5 presents experimental results and discusses these two approaches. Chapter 6 summarizes this thesis and discusses some future work.
CHAPTER 2. METHODOLOGY

To realize pixel-level spatial resolution, sinusoidal fringe patterns are preferable. Conventionally, the sinusoidal fringe patterns are generated by laser interference. This has been widely adopted in optical metrology. However, because there are some problems related to coherent light, such as speckle noise, white light-based techniques have been extensively used. With the advancements of digital display technology, fringe projection based methods have been increasingly studied in recent years. In this section, we will address the physics background of sinusoidal fringe generation techniques, and then focus on digital fringe projection techniques.

2.1 Sinusoidal fringe generation

Traditionally, phase shifted sinusoidal fringe patterns are generated by interfering a time-varying phase-shifted reference wavefront with the test wavefront. At each measurement point, a time varying signal is produced, and then the relative phase between the two wavefronts at that point is encoded in these signals.

From physical optics, the wavefront of a light source is:

\[ \phi(x, y) = \frac{4\pi h(x, y)}{\lambda}. \]  (2)

Here, \( \lambda \) is the wavelength, and \( h(x, y) \) is the surface height under test. The equations for the reference and test wavefronts in the interferometer are: \( w_r(x, y, t) = a_r(x, y)e^{i\phi(x, y) - \delta(t)} \) and

\[ w(x, y, t) = a(x, y)e^{i\phi(x, y) - \delta(t)}. \]  (1)

Where \( x \) and \( y \) are spatial coordinates, and \( a(x, y) \) is the wavefront amplitude. The wavefront phase can be written as:

Where \( x \) and \( y \) are spatial coordinates, and \( a(x, y) \) is the wavefront amplitude. The wavefront phase can be written as:

\[ \phi(x, y) = 4\pi h(x, y)/\lambda. \]  (2)

Here, \( \lambda \) is the wavelength, and \( h(x, y) \) is the surface height under test. The equations for the reference and test wavefronts in the interferometer are: \( w_r(x, y, t) = a_r(x, y)e^{i\phi(x, y) - \delta(t)} \) and

\[ w(x, y, t) = a(x, y)e^{i\phi(x, y) - \delta(t)}. \]  (1)
$w_i(x, y, t) = a_i(x, y)e^{i\phi_i(x, y) - \delta(t)}$, respectively, where $a_i(x, y)$ and $a_t(x, y)$ are the wavefront amplitudes, $\phi_i(x, y)$ and $\phi_t(x, y)$ are the wavefront phases, and $\delta(x, y)$ is the time-varying phase shift. When the reference and test wavefront interfere with each other, its intensity will be:

$$I(x, y, t) = |w_i(x, y, t) + w_t(x, y, t)|^2,$$

Or

$$I(x, y, t) = I'(x, y) + I''(x, y)\cos[\phi_i(x, y) - \phi_t(x, y) + \delta(t)].$$

Where $I'(x, y) = a_i^2(x, y) + a_t^2(x, y)$ and $I''(x, y) = 2a_i(x, y)a_t(x, y)$ are the average intensity and the intensity modulation, respectively. If we define the phase difference as $\phi(x, y) = \phi_i(x, y) - \phi_t(x, y)$, the resultant intensity image is:

$$I(x, y, t) = I'(x, y) + I''(x, y)\cos[\phi(x, y) + \delta(t)].$$

Where $\phi(x, y)$ is the unknown phase related to the temporal phase shift of the sinusoidal variation. By computing the temporal delay at all the required measurement points, the whole map of the unknown wavefront $\phi(x, y)$ can be obtained.

### 2.2 Three-step phase-shifting algorithm

Optical metrology using fringe analysis is widely used in numerous applications because of its measurement accuracy and non-contact surface measurement nature. In order to perform a measurement, the phase needs to be retrieved from the fringe images. Generally, more fringe images that are used, the better the measurement that can be obtained. However, taking more fringe images will reduce the measurement speed. From Equation (5), we know
that at least three fringe images with known phase shift are required to uniquely solve for the phase. In this research, we use a three-step phase-shifting algorithm with a phase shift of $2\pi/3$, and the intensities of the three phase-shifted fringe images are:

1. \[ I_1(x, y) = I'(x, y) + I''(x, y)\cos[\phi(x, y) - 2\pi/3], \]
2. \[ I_2(x, y) = I'(x, y) + I''(x, y)\cos[\phi(x, y)], \]
3. \[ I_3(x, y) = I'(x, y) + I''(x, y)\cos[\phi(x, y) + 2\pi/3] . \]

Where $I'(x, y)$ is the average intensity, $I''(x, y)$ is the intensity modulation, and $\phi(x, y)$ is the phase to be solved for. Solving Equations (6)-(8) simultaneously, we obtain the phase,

\[ \phi(x, y) = \tan^{-1}\left[\frac{\sqrt{3}(I_1 - I_3)}{2I_2 - I_1 - I_3}\right], \]

and the data modulation,

\[ \gamma(x, y) = \frac{I''}{I'} = \frac{\sqrt{3(I_1 - I_3)^2 + (2I_2 - I_1 - I_3)^2}}{I_1 + I_2 + I_3}. \]

The Equation (9) indicates that the phase value obtained ranges from $-\pi$ to $+\pi$. To obtain a continuous phase map, a phase unwrapping algorithm is applied to detect the $2\pi$ discontinuities and remove them by adding or subtracting multiples of $2\pi$ [33]. Data modulation, $\gamma(x, y)$, has a value between 0 and 1, and can be used to determine the quality of the data point with 1 being the best.

### 2.3 Digital fringe projection and phase shifting method

Conventionally, the fringe images are generated by laser interference, which gives good precision. However, the problem of using laser is that the speckle noise is very difficult
to remove, and the precise phase shift is hard to achieve. In this section, we will introduce a digital fringe projection and phase shifting method.

Digital fringe projection is a technique that takes advantages of the digital video projection technology. Instead of using laser interference, it uses a computer to generate fringe patterns. Figure 3 shows the typical setup of a digital fringe projection system. A projector projects vertically or horizontally straight fringe stripes onto the object. The fringe patterns will change from straight stripes to curved ones due to the object’s surface geometry. A camera captures these reflected fringe patterns, which will be analyzed by the computer software. If the correspondence between the camera and the projector is known, 3-D information can be obtained through triangulation ($\triangle ABC$).

Compared with laser interference based technology, the major advantages of using a digital fringe projection technique are [34]: (1) no speckle noise. Instead of using a coherent light source, white light can be used for this technology. Therefore, the problems induced by coherent light source do not exist; (2) the profile of the patterns can be accurately controlled by software; and (3) the phase shift error caused by mechanical devices (e.g. pizeo) for phase shifting is eliminated because the phase shift is generated digitally.

**Figure 3.** Typical setup of a digital fringe projection and phase shifting system.
2.4 Projector nonlinearity correction

However, the traditional fringe projection technique is not trouble free. One of the major problems is the projector nonlinear gamma response. This is because the commercial video projector is usually a nonlinear device that is purposely designed to compensate for human vision. This nonlinear response will result in non-sinusoidal waveforms if no compensation is used. For the digital fringe projection and phase-shifting method, the non-sinusoidal waveforms are the primary source of error because the phase shift error is not present due to its digital fringe generation nature. Over the years, various nonlinear gamma correction methods have been proposed. In general, they can be classified into two categories, active methods, and passive methods. The active methods essentially pre-deform the waveform of the fringe patterns generated by the computer before sending to the computer [15,16] while the passive methods correct the phase errors after the fringe images are captured [17-20]. However, these techniques complicate the development of 3-D shape measurement system. Moreover, our experiments found that the projector nonlinearity changes overtime. On the contrary, if a technique can generate ideal sinusoidal fringe images without worrying about nonlinear gamma, it would significantly simplify the development of the 3-D shape measurement system.

In this research, we will present the DBP approach to generate high-quality sinusoidal fringe patterns, which does not need projector nonlinear gamma calibration. This technique will be discussed next.
2.5 Defocusing technique

Generally, the defocusing technique is to use a computer to generate binary structured images, and to defocus the projector to make them become sinusoidal structured ones. The defocusing is controlled by adjusting the focal length of the projector.

Figure 4 shows the binary structured pattern and its corresponding defocused one. A computer generates a binary structured pattern by setting pixels with two grayscale values 0 or 255. Figure 4(a) is the binary structured image which is projected onto a uniform white flat board and then captured by a camera when both the camera and projector are in focus. Figure 4(b) shows the 100th row cross section of the binary structured image. It looks like a square wave. Figure 4(c) shows an example of the same pattern when the projector is defocused to a certain degree and the camera is focused. Figure 4(d) is its corresponding 100th row cross section. The cross section shows that the square wave becomes a seemingly sinusoidal one. Thus, it seems to be feasible to generate ideal sinusoidal patterns by properly defocusing binary patterns.

![Figure 4](image)

Figure 4. (a) Example of a binary structured pattern when both the projector and camera are in focus; (b) 100th row cross section of the pattern in (a); (c) Example of a defocusing binary structured pattern when the projector is defocused to a certain degree; (d) 100th row cross section of the pattern in (c).
Figure 5. 3-D shape measurement of the sinusoidal fringe generation by defocusing binary structured patterns. (a) $I_1$; (b) $I_2$; (c) $I_3$; (d) Wrapped phase map; (e) Unwrapped phase map; (f)-(g) 3-D shapes viewed from different angles.

The DBP technique has been verified by measuring a complex sculpture, as shown in Figure 5. Figures 5(a)-(c) show three phase shifted fringe images with a phase shift of $2\pi/3$. The $2\pi/3$ phase shifting is realized by spatially moving 1/3 period of the binary structured patterns. Figure 5(d) is the wrapped phase map obtained from Equation (9). A phase unwrapping algorithm is applied to detect the $2\pi$ discontinuities and remove them by adding
or subtracting multiples of $2\pi$ [33], Figure 5(e) shows the continuous unwrapped phase. In this research, the unwrapped phase is converted to coordinates by applying a phase-to-height conversion algorithm, which will be explained in the following Section 2.6. The results show that the proposed DBP approach can be used for measuring 3-D objects with complicated features.

### 2.6 Phase-to-height conversion algorithm

The obtained unwrapped phase contains the depth ($z$) information of the measured object, 3-D shape can be extracted from the unwrapped phase if the system is calibrated. In this research, we use a simple phase to height conversion algorithm.

To convert the phase to depth, the relationship between the depth and the phase must be established. Figure 6 shows the schematic diagram of the system. A reference plane with height 0 in the depth ($z$ direction) is used as the reference for subsequent measurement. The arbitrary point $M$ in the captured image corresponds to point $N$ in the projected image, and point $D$ on the object surface. From the projector’s point of view, phase $\phi_D$ on the object surface has the same phase value as $\phi_A$ on the reference plane, that is, $\phi_D = \phi_A$. While from the point of view of the CCD camera, point $D$ on the object surface images is at the same pixel as point $C$ on the reference plane. The phase difference between point $C$ on the reference plane and point $D$ on the object can be expressed as:

$$\phi_{CD} = \phi_{CA} = \phi_C - \phi_A.$$  \hfill (11)

Assume the distance between point $M$ and point $N$ is $d$ and the reference plane is parallel to the device with a distance $s$ between them. By analyzing the similar relationship between $\Delta MND$ and $\Delta CAD$, we can get:
\[
\frac{d}{CA} = \frac{s - BD}{BD} = \frac{s}{BD} - 1.
\]  

(12)

Because for the real measurement, the distance \(s\) is much larger than \(BD\), the equation can be simplified as:

\[
z(x, y) = \overline{BD} \approx \frac{s}{d} \overline{CA} = \frac{ps}{2\pi d} \phi_{CA} = K \phi_{CA}.
\]  

(13)

Here \(p\) is the distance per fringe on the reference plane. From Equation (13), the proportional relationship between the phase differences to height information (\(z\) coordinate) can be obtained.

We use a step to calculate the phase-height conversion constant \(K\). The height of the step from the reference plane is approximately 53 mm. Figure 7(a) shows the 409\(^{th}\) row cross section of the step height. The phase difference between the top and the bottom surface of the step is \(\phi_{CA} = \phi_C - \phi_A = 6.4756 - 0.0838 = 6.3918\) rad. The constant \(K\) is:

\[
K = \frac{53}{6.3918} = 8.2919\text{(mm/ rad)}.
\]  

(14)

Assuming the \(x\) and \(y\) coordinate is proportional to the real coordinates of the object. The measured area on the reference plane is 144 \(\times\) 187 mm\(^2\), the conversion constant in \(x\) and \(y\) coordinates are:

\[
k_x = k_y = \frac{187}{640} = 0.2922\text{(mm/pixel)}.
\]  

(15)

Therefore, the 3-D coordinates of the object can be obtained by applying the conversion constant \(K, k_x, k_y\) onto the unwrapped phase of the object.

It should be noticed that this conventional reference-phase-based method still has some drawbacks, such as approximation errors, small range measurement, and inaccurate x
Figure 6. Schematic diagram of the phase-to-height conversion.

Figure 7. Measurement results of a flat board with a step. (a) 409th row cross section of the step; (b) Cross section of the bottom surface; (d) Cross section of the top surface.

and y coordinates [3]. At the current stage, all the existing techniques require the projector to be in focus, which is not the case for our system. We have not found a way to calibrate a defocused projector yet and we still use the standard simple calibration approach in our research. Currently, we are seeking a new method to accurately calibrate a defocused projector.

2.7 Summary

This chapter introduced the digital fringe projection technique, reviewed the three-step phase-shifting algorithm and phase-to-height conversion algorithm, and described the defocusing technique.
CHAPTER 3. THEORETICAL BACKGROUND

In this chapter, we will introduce some optics background of the method used in this dissertation, including imaging system, Fourier optics, and Fraunhofer diffraction to better understand how defocusing works from the point of view of optics.

3.1 Imaging system

The lens system of a DLP projector can be modeled as a simple lens imaging system, as shown in Figure 8. All the rays, that are radiated by an object point are refracted by the convex lens, are converged to the corresponding points on the imaging plane. The irradiance and the position of the focused image of a point are uniquely determined, and the position of a point and its image are interchangeable. This means that the image of the image is the object itself.

For the lens of negligible thickness, in air, the relationship between the position of the point in the scene and the position of its corresponding focused image point can be explained as [35]:

\[ \frac{1}{f} = \frac{1}{u} + \frac{1}{v}. \]  \hspace{1cm} (16)

Where \( f \) is the focal length, \( u \) is the distance between the object and the lens, and \( v \) is the distance between the focused image and the lens plane. This formula indicates that as long as an object is placed at distance \( u \) (\( u > f \)) along the axis in front of a positive lens with focal length of \( f \), a screen placed at a distance \( v \) behind the lens will have its corresponding image.
3.2 Fourier optics

The light source is composed of infinite point sources, and Fourier optics describes light propagation in terms of rays. In this section, we will firstly introduce some mathematical equations of light propagation, and then focus on the spherical wave, which will be used for the analysis of the Airy disk in Section 3.5.

Fourier optics is a branch of modern optics, which studies the classical optics using the Fourier analysis method in telecommunication theory. Telecommunication theory analyzes telecommunication signals, and only involves the Fourier transform of one-dimensional (1-D) time function. In optics, optical signal is a 3-D space function, the propagation of light in different directions with a spatial frequency needs Fourier transform of 3-D space function. Fourier optics spectrum analysis gives a new interpretation about a wide range of optical phenomena, which mainly includes scalar diffraction theory, imaging lens law, using spectral analysis to analyze the nature of the optical system, etc [36].

The propagation of light can be described as a waveform propagating through a vacuum or a material medium such as air or glass. Mathematically, the amplitude of the wave is expressed by a scalar wave function \( u \) which only depends on both space and time:
\[ u = u(\vec{r}, t). \] (17)

Where \( \vec{r} = (x, y, z) \) is the position in 3-D space, and \( t \) represents time. The wave equation in the time domain can be represented as follows [37]:

\[ (\nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2})u(\vec{r}, t) = 0. \] (18)

Where \( u(\vec{r}, t) \) is a real value Cartesian component of electromagnetic wave propagation through a vacuum, \( c \) is a fixed constant equal to the propagation speed of the wave, and \( \nabla \) is the Laplacian operation.

In Fourier optics, light is assumed as a fixed frequency, and the optical field is given as:

\[ \psi(\vec{r}) = a(\vec{r})e^{i\phi(\vec{r})}. \] (19)

Where \( \psi \) is in general a complex quality with separate amplitude and phase.

For the light emitted from a point source, if the wave surface is spherical wavefront, it is called spherical waves. Figure 9 shows a divergent spherical wave. Spherical wave of the same phase is a set of concentric spherical surfaces, and the amplitude of each point is inversely proportional to the distance from the point to the center of sphere. The amplitude of any monochromatic spherical wave generated by source point \( P \) is given in this form:

\[ U(P) = \frac{a_0}{r} e^{i\phi}. \] (20)

Where \( \vec{r} \) is the radius vector of point \( P \), and \( r = |\vec{r}| = \sqrt{x^2 + y^2 + z^2} \), \( a_0 \) is the amplitude at \( r = 1 \), \( \vec{k} \) is wave vector, and \( k = |\vec{k}| = \frac{2\pi}{\lambda} \), the size of \( k \) is called as spatial angular frequency.
3.3 Fraunhofer diffraction

Equation (16) is based on geometrical optics, which does not consider the light diffraction. Light diffraction occurs when the light passes through a small opening, comparable in size to the wavelength $\lambda$ of the light, in an otherwise opaque obstacle, the wavefront on the other side of the opening resembles the wavefront shown in Figure 10.

Diffraction is a wave after the obstacle of the holes continues to spread through the phenomenon of scattering. Fraunhofer diffraction is a form of wave diffraction that occurs when field waves are passed through a slit causing only the size of an observed aperture image to change.

In scalar diffraction theory, the Fraunhofer approximation is a far field approximation, and the diffraction equation is [38]:

$$U(x, y) = \frac{\exp(jkz)}{j\lambda z} \exp\left[ jk \left( \frac{x^2 + y^2}{2z} \right) \right] \iint_{-\infty}^{\infty} U_0(x_0, y_0) \exp\left[ -j \frac{2\pi}{\lambda z} (x_0 x + y_0 y) \right] dx_0 dy_0$$  \hspace{1cm} (21)

Where $U_0(x_0, y_0)$ is the optical field distribution of diffraction aperture plane, $k$ is spatial angular frequency, $(x, y, z)$ and $(x_0, y_0, z_0)$ are the coordinates of a diffraction aperture plane and an observation plane, respectively.
3.4 Point spread function

In imaging system, point spread function (PSF) is defined as the radiation intensity distribution in the image to an infinitely small point source [39]. A more general term for the PSF is a system’s impulse response, the PSF being the impulse response of a focused optical system. In a perfect imaging system, the radiant energy generating from an infinitely small point source in the object plane would be concentrated at an ideal point in the image plane, which is called the ideal image point. However, in practical systems, there is a “smearing-out” of the energy around the ideal point image, which results in unsharp imaging of the point source. The PSF is a way of measuring such unsharpness [40].

Mathematically, if there is no distortion in the imaging system, the image plane coordinates are linearly related to the object plane coordinates via the magnification $M$ as:

$$ (x_i, y_i) = (Mx_0, My_0). \quad (22) $$

The object is divided into discrete point objects of different intensity, and the ideal point can be assumed as a 2-D impulse function, then the object plane field can be represented as:

$$ O(x_0, y_0) = \iint O(u, v)\delta(x_0-u, y_0-v)dudv. \quad (23) $$
This means that the object is a weighted sum over impulse functions. According to the superposition principle, the image plane field is the superposition of the image of each of the individual impulse functions. Then the image is expressed as:

\[ I(x_i, y_i) = \iint O(u, v) PSF(x_i - Mu, y_i - Mv) dudv. \]  

(24)

In which, \( PSF(x_i - Mu, y_i - Mv) \) is the imaging of the impulse function \( \delta(x_0 - u, y_0 - v) \). Equation (24) indicates the image of an object can then be seen as a convolution of the true object and the PSF.

### 3.5 Airy disk

In focusing imaging system, Airy disk and Airy pattern are descriptions of the best focused spot of light that a perfect lens with a circular aperture can make. Therefore, the real image we can get is a convolution of the ideal image with the Airy disk pattern [41]. Mathematically, the Airy disk is given by the Fourier transform of the circle aperture:

\[ I(\theta) = I_0 \left( \frac{2J_1(ka \sin(\theta))}{ka \sin \theta} \right)^2 = I_0 \left[ \frac{2J_1(x)}{x} \right]^2, \]  

(25)

\[ J_1(x) = \sum_{m=0}^{\infty} \frac{(-1)^m}{m! \Gamma(m+2)} \left( \frac{x}{2} \right)^{2m+1}, \]  

(26)

\[ \Gamma(x) = \int_0^\infty t^{x-1} e^{-t} dt. \]  

(27)

Where, \( I_0 \) is the maximum intensity of the pattern at the Airy disk center, \( J_1 \) is the Bessel function of the first kind of order 1, \( \Gamma \) is the gamma function, \( a = d/2 \) is the radius of the aperture, \( k = 2\pi/\lambda \) is the wave number, and \( \theta \) is the angle between the axis of the circle
aperture and the line between the aperture center and the observation point, as shown in Figure 11.

Limited by diffraction theory, the angle of the Airy disk is given by:

$$\sin(\theta) = 1.22 \frac{\lambda}{d}.$$  \hspace{1cm} (28)

Here, $\lambda$ is the wavelength of the light, and $d$ is the diameter of the aperture.

Figure 11 shows the schematic diagram of the imaging system with a finite size lens. The point light source emits an ideal spherical waves, and is imaged by the lens onto its imaging plane. In practice, due to the finite size of the lens and light diffraction, the image of a point object is not a crisp circular patch of constant brightness, as suggested by geometrical optics. Instead, it will be roughly a circular blob with the brightness falling off gradually with increasing distance from the center, as shown in Figure 12 and Figure 13. The image point appears to be an Airy disk as shown in Figure 11, and the fractions of the total power contained with the first dark ring is 83.8%.

**Figure 11.** Finite size lens imaging system generates an Airy disk from point light source with spherical waves.
3.6 Model of defocus

The image information introduced previously tells how an image is generated when the imaging system is in focus. That is, when a point light source is in focus, all rays that are radiated from the object point and intercepted by the lens converge at a point on the image.
plane. However, when the system is out of focus, the image on the image plane is no longer a focused point but a blurred circular whose radius $\sigma'$ describes the amount of defocus associated with the depth of the point in the scene [42].

$$\sigma' = \rho r v' \left| \frac{1}{f} - \frac{1}{v'} - \frac{1}{u} \right|.$$  

(29)

Where $\rho$ is a constant related with the imaging system, $r$ is the radius of the lens aperture, $v'$ is the lens-to-image distance, $f$ is the focal length of the lens, and $u$ is the distance of the object point from the lens. Figure 14 shows the imaging system in defocus.

Mathematically, the Airy disk can be expressed in Equation (25). From Figure 12, we can see the Airy pattern falls rather slowly to zero with increasing distance from the center, with the outer rings containing a significant portion of the integrated intensity of the patterns. An alternative way to approximate the Airy disk pattern is to ignore the relatively small outer rings of the Airy pattern, and to use a Gaussian profile to approximate the central lobe. 1-D Gaussian function is expressed in the following form:

$$f(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp \left[ -\frac{(x-\mu)^2}{2\sigma^2} \right].$$  

(30)

Where, $\mu$ is the expected value and $\sigma$ is the standard deviation.

**Figure 14. Imaging system in defocus.**
Figure 15 shows that the Gaussian has a characteristic symmetric “bell curve” shape that quickly falls off towards infinity. The parameter $\mu$ is the position of the center of the peak, and $\sigma$ controls the width of the “bell”.

If we equate the peak amplitude of the Airy pattern and Gaussian profile to be equal, and find the value of $\sigma$ giving the optimal approximation to the pattern [41], we obtain:

$$\sigma \approx 0.42 \frac{\lambda f}{D}.$$ (31)

Where $f$ is the focal length of the imaging system, $\lambda$ is the wavelength, and $D$ is the diameter of the entrance pupil.

Figure 16 shows the radial cross-section through the Airy pattern and its Gaussian profile approximation. From this figure, we can see the Gaussian profile is a good approximation to the Airy disk pattern.

Figure 15. Gaussian curve with expected value $\mu$ and variance $\sigma^2$. 
Figure 16. A radial cross-section through the Airy pattern and its Gaussian profile approximation. The Gaussian curve with expected value $\mu = 0$ and variance $\sigma^2 = 0.2$, and the Airy pattern with the interval $x = \text{kasin}(\theta) \in [0, 4]$.

An analysis shows that the sum of the various functions obtained at different wavelengths has the general shape of a 2-D Gaussian function [43]. Thus, for a diffraction-limited lens system, the PSF of the imaging system can be approximated as a circularly symmetric 2-D Gaussian function [42].

$$h(x, y) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right).$$

(32)

Here the blur parameter $\sigma'$ is defined from Equation (29). Therefore, the image $I(x,y)$ becomes the convolution of the focused image $F(x,y)$ with the corresponding PSF $h(x,y)$.

$$I(x, y) = F(x, y) \otimes h(x, y).$$

(33)
3.7 Summary

This chapter introduced some optical theory used in this dissertation: image system, Fourier optics, Fraunhofer diffraction, point spread function, Airy disk, and model of defocus. The goal is to give some optics background on how an image is generated when the image system is in focus or defocus. Next, we will introduce how to use a Gaussian filter to simulate the defocusing effect and show some simulation results.
CHAPTER 4. SIMULATION

In this chapter, we will introduce the mathematical representation of the binary patterns, and then simulate the defocusing effect by applying a Gaussian filter. Finally, we will show some simulation results.

4.1 Theoretical analysis

Mathematically, a binary pattern generated by a computer can be regarded as a square wave horizontally, and the imaging system can be regarded as a PSF [40]. The defocusing of the projector will generate blurred images. The degree of defocusing can be modeled as a different breadth of PSF. The PSF can be approximated as a Gaussian smoothing filter [41]. If a filter is applied so that only the first harmonics is kept, an ideal sinusoidal waveform will be produced.

Because the structured patterns have vertical stripes with exactly the same structure, in order to understand how the binary pattern changes when the projector is defocused, we only need to understand how one horizontal cross section of the pattern alters. Mathematically, the cross section of the binary pattern can be considered as a square wave, which can be written in the following form:

\[ y(t) = \begin{cases} 0 & t \in [nT - T/2, nT] \\ 1 & t \in [nT, nT + T/2] \end{cases} \]  \hspace{1cm} (34)

Where, \( T \) is the period, \( n \) is an integer. In the Fourier domain, the square wave can be represented as:
From Equation (35), we can see that the square wave only has odd harmonics without even ones, thus, it is easier to design a filter to suppress the higher-frequency components. This explains the feasibility of generating sinusoidal structured patterns by properly defocusing binary ones. If the binary structured patterns are moved horizontally, phase-shifted fringe patterns with sinusoidal fringe patterns will be generated after defocusing. Thus, this approach can be used for 3-D shape measurement by using a digital fringe projection and phase-shifting method.

4.2 Simulation results

To understand how the degree of defocusing affects the measurement error, we simulate the defocusing effect by applying a Gaussian smoothing filter. The degree of blur can be modeled as applying different widths of the Gaussian smoothing filter, and different degrees of defocusing can be realized by applying different sizes of filters or the same size of filters at different number of times. The latter approach is adopted in this research. This is because the convolution of two Gaussian functions is another Gaussian function [44], which can be expressed in the following form:

$$
\frac{1}{\sqrt{2\pi\sigma_1^2}} \exp\left[\frac{-(x-\mu_1)^2}{2\sigma_1^2}\right] \otimes \frac{1}{\sqrt{2\pi\sigma_2^2}} \exp\left[\frac{-(x-\mu_2)^2}{2\sigma_2^2}\right] = \frac{1}{\sqrt{2\pi(\sigma_1^2 + \sigma_2^2)}} \exp\left[-\frac{(x-(\mu_1 + \mu_2))^2}{2(\sigma_1^2 + \sigma_2^2)}\right].
$$

(36)

Here, \(\mu_1\) and \(\mu_2\) are expected values, \(\sigma_1\) and \(\sigma_2\) are standard deviations.
In this simulation, because the structured stripes are either vertical or horizontal, only one cross section perpendicular to the fringe stripes needs to be considered. Thus, the problem is reduced to 1-D filter expressed as Equation (30).

Figure 17(a) shows the cross section of a binary structured pattern (square wave) with the period of 48 pixels, and then after applying a Gaussian filter with 7 pixels and a standard derivation of 3.5 pixels. The sharp edges of the binary patterns start softening and the square wave becomes trapezoidal in shape, as shown in Figure 17(b). If the same filter is applied again, the waveform is close to sinusoidal, but the top and the bottom remain flat, as shown in Figure 17(c). Figure 17(d)-(f) show the results when the filter is applied the third, fourth, and fifth times. It clearly shows that the wave becomes more and more sinusoidal when the defocusing degree increases. One should notice that the amplitude of the sinusoidal wave decreases as the degree of defocusing increases. This indicates that the fringe contrast drops accordingly. For a real measurement system, this may result in larger error because the quantization error of a digital camera is larger. For this simulation, a floating point is used to reduce the error caused by quantization.

The phase shifting is simulated by spatially moving the binary patterns. For example, a $2\pi/3$ phase shifting can be realized by moving $1/3$ period of the binary patterns. With generating three phase-shifted fringe patterns, the phase value can be computed by applying Equation (9). A phase unwrapping algorithm is used to remove $2\pi$ discontinuities and obtain a continuous phase map. In this simulation, we use a Matlab function to unwrap the phase:

$$\Phi(x,y) = \phi(x,y) + 2\pi \times m(x,y).$$

(37)

Here, $\phi$ is the phase obtained from Equation (9), and $\Phi$ is the continuous unwrapped phase.
And then, the first polynomial is used to obtain the general profile (slope) of the unwrapped phase. The phase error is computed by subtracting the unwrapped phase by the slope.

Figure 18 shows the corresponding phase error for the smoothed fringe images shown in Figure 17. The phase error for a square wave is very large, and root mean square (RMS) is 0.3307 or $0.3007/(2\pi) \times 100\% \approx 4.8\%$, as shown in Figure 18(a). On the contrast, when the filter is applied the second, third, fourth, and fifth times, seen in Figures 17(c)-(f), the profile of the fringe becomes more sinusoidal, and the phase error reduces to less than 0.06%, which can be negligible. Therefore, once the binary structured patterns are defocused to be

Figure 17. Schematic diagram of the cross section of a binary structured pattern when applying a Gaussian smoothing filter at different times. The period of binary square wave is 48 pixels, and the standard derivation of the Gaussian filter is 3.5.
Figure 18. RMS phase error for different smoothing levels from (a)-(f) are 0.3007, 0.0375, 0.0138, 0.0030, 0.0009, 0.0002 rad, respectively.

Sinusoidal ones, further defocusing will not significantly increase the phase error. From Figures 17(a)-(f), we can find the amplitude of the wave gradually becomes smaller as the defocusing degree increases. That means the fringe contrast will reduce gradually. Actually, in a real 3-D shape measurement system, if the degree of defocusing is too low, fringe contrast will be very low. Even though some fringe enhancement techniques can be used [45], the random noise will bring significant error into the phase.

Since nonsinusoidal waveforms usually result in periodical phase error. It should be noted that the phase error shown in Figure 18 appears to be periodical. There may be two reasons to explain the periodical phase error. One is the finite filter size of the Gaussian filter. However, in the real measurement system, the lens defocusing acts as an analog device,
which will not involve the problems caused by discrete filtering. Another reason may be the high order harmonics components.

### 4.3 Summary

This chapter first introduced the mathematical equations of the binary patterns, and then, to better understand how the defocusing degree affects the measurement error, we simulated the defocusing effect by applying a Gaussian filter. Finally, some simulation results and analysis were shown.
CHAPTER 5. EXPERIMENTAL RESULTS AND DISCUSSIONS

In this chapter, we will compare the performance of the new DBP approach against the traditional FSP method by analyzing the phase errors introduced by the following factors: (1) degree of defocusing, (2) exposure time, (3) synchronization, and (4) projector nonlinear gamma. Experimental results show that in most scenarios, the error for the DBP method is smaller than that of the FSP method. Next, we will show some 3-D reconstruction results of complex objects by using the DBP and the FSP methods respectively. Finally, we will summarize the work and discuss the results.

5.1 Test system

The performance of the proposed approach was verified with a structured light system, as shown in Figure 19. The system includes The Imaging Source Digital USB CCD camera (DMK 21BU04) with Computar M0814-MP lens F/1.4 with f = 12 mm, and the Dell projector (M109S). The camera resolution is 640 × 480, with a maximum frame rate of 60 frames/sec. The minimum and maximum exposure times of the camera are 0.1 ms and 30 sec, respectively. The pixel size of the camera sensor is 5.6 × 5.6 μm². The projector has a resolution of 858 × 600 with a lens of F/2.0, f = 16.67 mm. The projection distance is 599.4-2400.3 mm. The DMD used in this projector is 11.43-mm Type Y chip.

This projector uses Texas Instrument BrilliantColor™ technology to enhance the brightness and color gamut [46]. In this technology, instead of using red, green, blue (RGB) three colors, it uses five colors including yellow and cyan to use coupling spectra between RG and GB. To simplify the test, only the green channel is used for tests.
Figure 19. Photograph of the test system.

Figure 20. Projector timing signal if the projector is fed with different grayscale values of the green image. (a) 255; (b) 128; (c) 64.

To understand how the projector projects images, we send different grayscale values of the green images to the projector and use a photodiode to sense the output light, and then the photocurrent is converted to a voltage signal and monitored by an oscilloscope. Figure 20 shows the results displayed on the oscilloscope. Channel 1 shows VSync of the video graphics array (VGA) signal connected with the projector and channel 2 of the oscilloscope shows the detected signal. Because the projector is synchronized with the computer’s video signal through VSync, its projection cycle is 1/60 s. If the pure green RGB = (0, 255, 0) image is supplied to the projector, there are five periods of signal output for each VSync period (1/60 s) and the signal is almost filled in during each channel duration (approximate
16.67 ms), as shown in Figure 20(a). When the grayscale value is reduced to 128, approximately half of the channel is filled, as shown in Figure 20(b). If the input grayscale is reduced to 64, only a smaller portion of the channel is filled, as shown in Figure 20(c).

Comparing the results from Figure 20, it seems that if the grayscale value is somewhere between 0 and 255, the output signal becomes irregularly, and we cannot use any portion signal to represent the whole signal. Therefore, for the FSP method, when the projector is supplied with sinusoidal fringe patterns with the intensity varying from 0 to 255, the camera must capture the whole projection period to obtain the correct image projected from the projector. This would bring two problems in the 3D shape measurement by using the FSP method. One is the exposure time limitation problem; another is the synchronization problem between the projector and the camera. These two problems will be discussed in Section 5.3 and Section 5.4, respectively.

### 5.2 Defocusing degree

The simulation results introduced in Section 4.2 show that it is feasible to generate sinusoidal fringe patterns by defocusing binary patterns. Theoretically, we can find a proper defocusing degree to generate high-quality sinusoidal structured patterns. Therefore, to compare the phase error at various defocusing degrees, 5 levels of defocusing are tested. During the experiments, a uniform flat surface is imaged, and the camera is synchronized with the projector through VSync signal of computer video. The exposure time is set to be one projection cycle (i.e., 16.67 ms). The camera is always in focus during the test. The projector starts in focus and then increases its defocusing degree by adjusting the focal length of the projector. For the traditional method, the gamma of the projector is calibrated and the
associated phase error is compensated.

Figures 21(a)-(e) show examples of the fringe images captured when a binary structured pattern is sent to the projector and the projector is defocused at different levels. Figures 21(f)-(j) show the corresponding 100th row cross sections in above corresponding images. At level 1, both the projector and the camera are in focus, therefore for the DBP method the fringe patterns have very obvious binary structures, as shown in Figure 21(a). With the increase of the defocusing degree, the binary structures are less and less clear, and they become more and more sinusoidal. Figure 21(c) shows sinusoidal fringe stripes, thus, it seems to be feasible to generate ideal sinusoidal patterns by properly defocusing binary patterns. However, if the defocusing degree is too much, sinusoidal structure becomes obscure and the contrast of the fringe image is low, as shown in Figure 21(e). From Figures 20(a)-(e), we can see the binary structured patterns become sinusoidal ones when the defocusing degree increases and contrast of the fringe images gradually becomes low.

Figures 21(k)-(o) show the sinusoidal fringe images generated by the FSP method and the corresponding cross sections. Figure 21(k) shows the result when the projector is in focus, and Figures 21(l)-(o) show the results when the projector is increasingly defocused. Compared with the results in Figures 21(a)-(e), when the projector is supplied with a sinusoidal pattern, the fringe image has very high contrast when the projector is in focus, as shown in Figure 21(k). However, when the projector is defocused, the fringe contrast is lower than its DBP counterpart. When the projector is defocused to a degree, the fringe quality for the DBP method is better than that for the FSP method.

Once three phase-shifted images are captured, the phase value can be obtained by using Equation (9). A phase unwrapping algorithm is used to remove the $2\pi$ discontinuities
Figure 21. Example of fringe images (a)-(e) and the 100th cross section (f)-(j) of the fringe images for the DBP method at different defocusing levels. Example of fringe images (k)-(o) and the 100th cross section (p)-(t) of the fringe images for the FSP method at different defocusing levels. Level 1 is focus and level 5 is severely defocused.
to obtain a continuous phase map, and its slope is removed to better show the phase error. For the FSP method, a nonlinear gamma calibration method [16] is adopted to ensure the projector project ideal sinusoidal fringe images.

The associate phase errors are plotted in Figure 22. Figures 22(a)-(e) show the phase error when the DBP is used. We can see if both the projector and the camera are in focus, the phase error is very large (RMS 0.106 rad). When the defocusing degree increases gradually, fringe patterns will become much more sinusoidal and the phase error becomes much smaller (RMS in Figure 22(c) is 0.020 rad). However, if the defocusing degree is too large, the sinusoidal structure becomes obscure, and the phase error increases again. This experiment shows that there is a large range of defocusing when the phase error is relatively small. Therefore, the DBP method can be used for generating sinusoidal fringe pattern with a large depth range.

Figures 22(f)-(j) show the phase error when the FSP method is used. When the projector is in focus, no obvious periodical error appears, and the phase error is very small (RMS 0.019 rad). This is because the gamma of the projector is calibrated and the associated phase error is compensated well. However, when the projector begins defocusing, periodical error appears. The error seems to be caused by a single-frequency component and the signal frequency component is usually the result of the imbalance of the three fringe images. There may be two reasons to explain the periodical error when the projector is defocused. (1) It is not easy to precisely represent the gamma of the projector using a mathematical equation by calibration, because it is a complicated curve; and (2) it could be the precision of the synchronization between the projector and the camera, which will be explained in Section 5.4.
As a comparison, the phase error generated by the DBP method is smaller when the projector starts defocusing.

Figure 23 shows the phase error introduced by these two methods under different defocusing degrees. From this figure, we find that when the projector is in focus, the traditional method works better, and the phase error caused by the FSP method (RMS 0.019 rad) is much smaller than that in the DBP method (RMS 0.106 rad). However, when the projector is defocused to a degree, the phase error induced by the DBP method is actually smaller than that produced by the FSP method, which means the proposed method starts outperforming the traditional one. It is interesting to notice that both methods produce similar phase error under their own best conditions. This experiment clearly indicates that it is possible to generate ideal sinusoidal fringe patterns by defocusing binary patterns.

\[\text{Figure 23. (a)-(e) Phase error for different defocusing levels of fringe images is shown in Figure 21(a)-(e). The RMS errors in (a)-(e) are 0.106, 0.022, 0.020, 0.024, 0.073 rad; (f)-(j) Phase error for different defocusing level of fringe images is shown in Figure 21(k)-(o). The RMS errors in (f)-(j) are 0.019, 0.019, 0.021, 0.033, 0.109 rad.}\]
A complex object is measured with both the DBP method and the FSP method. In this research, the $2\pi/3$ phase shifting is realized by spatially moving 1/3 period the fringe patterns. The phase is converted to coordinates by applying a phase-to-height conversion algorithm introduced in Section 2.6, and the 3-D geometry is smoothed by a $5 \times 5$ Gaussian filter to reduce the most significant random noises.

To compare the 3-D measurement quality at various defocusing degrees, 4 levels of defocusing are tested. Figure 24 shows the measurement results of a complex sculpture for the DBP and the FSP methods at different defocusing levels. Figures 24(a)-(d) show the 3-D shape by the DBP method with defocusing levels from 1 to 4, and Figures 24(e)-(h) show the 3-D reconstruction results by the FSP method at the same levels as above. At level 1, both the projector and the camera are in focus. 3-D reconstruction by the DBP method has a very large error, as shown in Figure 24(a), while for the FSP method, it gets a high-quality 3-D shape, as shown in the Figure 24(e). With the defocusing degree increasing, the DBP method gradually gets better results, as shown in Figures 24(b)-(c). However, if the defocusing degree is too great, the measurement quality drops. On the contrast, for the FSP method,
when the projector is focused, it gets a high-quality shape, as shown in Figure 24(e). With the increase of the defocusing degree, the measurement quality drops, as shown in Figures 24(f)-(h). These experimental results clearly indicate it is feasible to get high-quality 3-D reconstruction results by the DBP method as long as the projector is properly defocused.

![Image of measurement results](image)

**Figure 24.** Measurement results of a complex sculpture for the DBP and the FSP methods at different defocusing levels. Level 1 is focused and level 4 is severely defocused. (a)-(d) show the results by the DBP method with defocusing levels from 1 to 4, and (e)-(h) show the results by the FSP method with different levels.
5.3 Exposure time

Short exposure time is especially needed when measuring very fast motion. To evaluate how the camera’s exposure time influences the measurement, 15 different exposure times are tested and the phase errors are calculated accordingly. During this experiment, a uniform flat surface is imaged. The camera is always in focus and synchronized with the VSync signal of the computer video. For the DBP method, the projector is properly defocused to a certain degree to generate high-quality sinusoidal fringe patterns. For the FSP method, the projector is in focused and gamma calibration is applied to ensure the projector to project ideal sinusoidal fringe patterns.

When the exposure time is less than one channel projection, 10 different exposure times (2.50, 4.17, 5.83, 7.50, 9.17, 10.83, 12.50, 14.17, 15.80, 16.67 ms) are used for data acquisition. The exposure time is selected so that either partial or the whole projection pulse can be captured by the camera. For simplicity, only the green channel is used, and the projector uses the BrilliantColor™ technology, five pulses are generated within one projector cycle, as shown in Figure 20(a). The camera is synchronized with the computer’s video signal through VSync, the camera always starts its exposure time when the VSync signal comes and stops at different timing, as shown in Figure 25. Because the camera’s exposure time changes, aperture is adjusted accordingly to achieve high quality fringe images during the test.

For the FSP method, the projector is in focus, and the nonlinear gamma of the projector is calibrated to reduce the phase error. Figure 26(a) shows the fringe image when the exposure time is set to be 2.5 ms. From this figure, the nonsinusoidal patterns are clearly displayed, that is because compared with one projector cycle of 16.67 ms, the exposure time
Figure 25. Timing of the camera exposures. All exposure starts when the VSync signal comes, and stops at different timing. Exposure 1, 2, …, and 10 use exposure time of 2.50, 4.17, 5.83, 7.50, 9.17, 10.83, 12.50, 14.17, 15.80, 16.67 ms. is too short and the camera cannot capture the full projection period. The phase error for this exposure is very large (RMS 0.38 rad). Figure 26(c) shows one cross section of the phase error for the traditional FSP method after removing the unwrapped phase slope. Obviously, high-frequency periodical error components appear in the figure. Usually, the nonsinusoidal wavefrom results in periodical phase errors. The nonsinusoidal wavefrom is the result of the miss-capture of the camera. Because a DLP projector needs one full projection time to generate one grayscale image, any less exposure of the camera can result in an incorrect grayscale image.

For the DBP method, there are only two intensities (0 and 255). Our previous experiment result shown in Figure 20(a) indicates that when the projector is supplied with a pure green RGB = (0, 255, 0) image, the output signal has five periods during one projection cycle. We can use one period signal to represent the whole projection cycle signal. Thus, the exposure time could be any time.

Figure 26(b) shows the corresponding fringe image when the exposure time is set to be 2.50 ms. Compared with the fringe image shown in Figure 26(a), the fringe image for the
Figure 26. Fringe images and phase errors if the exposure time is 2.50 ms. (a) Fringe image for the FSP method; (b) Fringe image for the DBP method; (c) One cross section of the phase error map for the FSP method (RMS: 0.38 rad); (d) One cross section of the phase error map for the DBP method (RMS: 0.08 rad).

DBP method has a high quality. As a result, the phase error is much smaller (RMS 0.08 rad), as indicated in Figure 26(d).

When the exposure time is set to be 16.67 ms, the camera captures the full projection cycle, thus, whether for the FSP method or the DBP method, the camera cannot miss any
information of one grayscale image projected by the projector. Figures 27(a)-(b) shows the fringe images captured by the FSP method and the DBP method, respectively, and both fringe images show sinusoidal patterns very clearly. Figures 27(c)-(d) show the one cross section of the phase error map for the FSP method and the DBP method, respectively, both phase errors appear to be random and smaller than those using the exposure time of 2.50 ms.

Figure 28 compares the phase error introduced by these two methods under different exposure times. Figure 28(a) shows the phase error when the exposure time is less than one full projection cycle. It clearly indicates that for the DBP method, the phase error does not change very much when the exposure time alters, while the FSP method does, especially when a very short exposure time is needed, and the phase error is very large. This experiment shows that if a very short (or arbitrary) exposure time is needed, the DBP method clearly outperforms the FSP method for 3-D shape measurement. This provides a potential way to develop a fast 3-D shape measurement technique.

Theoretically, the phase error is smaller when the exposure time increases due to the averaging effect. However, if the projection is not fully captured and the FSP method is used, the phase error is larger. When the exposure time is on full projection cycle, the FSP method should give better results if the gamma correction performs well. 6 different exposure times, 16.67, 25.00, 50.00, 58.33, 83.33, and 91.67 ms, are used for data acquisition. The camera starts its exposure when the VSync signal comes and stops at both full projection cycle (16.67, 50.00, 83.33 ms) and half projection cycle (25.00, 58.33, 91.67 ms). Figure 28(b) shows the phase error with six different exposure times. It shows that the phase error for the FSP method is similar to that for the DBP approach when the exposure time is on full projection cycle. However, when the camera does not capture the full projection, the phase
error caused by the FSP method is larger than that is induced by the DBP approach.

To compare the 3-D shape measurement quality at various exposure times, 4 different exposure times (3.33, 6.67, 10.00, 16.67 ms) are used for data acquisition. Figure 29 shows 3-D reconstruction results of a complex sculpture for the DBP and the FSP methods with different exposure times. Figures 29(a)-(d) shows the results by the DBP methods with exposure times 3.33, 6.67, 10.00, and 16.67 ms, respectively. Figures 29(e)-(h) shows the results by the FSP methods with exposure times 3.33, 6.67, 10.00, and 16.67 ms, respectively. When the exposure time is set to be less than one projection cycle, the FSP method cannot get correct 3-D measurement, as shown in Figures 29(e)-(g). This is because the camera cannot capture the full projection period. However, for the DBP approach, it still provides good 3-D measurement, as shown in Figures 29(a)-(c). When the exposure time is on full projection cycle, both methods give good results, as shown in Figure 29(d) and Figure 29(h). The experimental results clearly indicate the DBP method outperforms the FSP method for 3-D shape measurement when the exposure time is less than one projection cycle.

Figure 28. Phase error for different exposure times.

(a)

(b)
Figure 29. Measurement results of a complex sculpture for the DBP and the FSP methods with different exposures. (a)-(d) Results by the DBP method; (e)-(f) Results by the FSP method. From left to right, exposure times are: 3.33, 6.67, 10.00, and 16.67 ms.

5.4 Synchronization

The synchronization between the camera and the projection is usually complicated in real-time 3D shape measurement. Because the DLP projector generates the grayscale image by time modulation [21], the camera should capture the whole channel projection in order to acquire correct grayscale images. Therefore, if sinusoidal fringe patterns are supplied to a DLP projector, the synchronization between the projector and the camera plays an important
role for high-quality 3-D shape measurement, especially when the exposure time is not long. The result in Figure 20(a) shows that when a pure green RGB = (0, 255, 0) image is sent to a projector, the output signal has five periods during one projection, and we can use any period signal to represent the whole projection signal. This indicates that the synchronization between the projector and the camera is not necessary for the DBP method.

To test how the synchronization between the projector and the camera influences the measurement, the external trigger of the camera is disabled, and the fringe images are captured at any time when the user starts it. The camera is always in focus. A uniform flat surface is imaged. For the FSP method, the projector is in focus, and the nonlinear gamma of the projector is applied. For the DBP method, the projector is properly defocused.

In this experiment, three specific exposure times are tested (3.33, 6.67, and 10.00 ms), while the starting timing is random. The exposure time is selected so that either one or several pulses of projection will be captured for the projection shown in Figure 20. For each exposure time, the software continuous runs with random delay between frames, and the camera captures 120 frames for future analysis.

Figures 30(a)-(c) show the phase errors for the DBP method when the exposure time is set to be 3.33 ms, 6.67 ms, and 10.00 ms, respectively. Figures 30(d)-(f) show the phase error for the FSP method when the exposure time is set to be 3.33 ms, 6.67 ms, and 10.00 ms, respectively. This result indicates that for the same exposure time, the phase error for the DBP method is much smaller than that for the FSP method.

Figure 31 shows some typical fringe images and corresponding cross sections for the DBP and the FSP methods when a very short exposure time of 0.5 ms is used. From Figures 31(a)-(d), it clearly shows that the fringe images only change the intensity over time for the
DBP method, however, for the FSP method, these images vary both intensity and the profile, as shown in Figures 31(e)-(h). This experimental result indicates that the DBP method is less sensitive to the synchronization between the projector and the camera, and performs better than the FSP method when the camera is not precisely synchronized with the projector.

![Graphs](image-url)

Figure 30. Phase error for different exposure times when the camera and the projector are not synchronized. (a) The DBP method with exposure time of 3.33 ms (RMS: 0.08 rad); (b) The DBP method with exposure time of 6.67 ms (RMS: 0.04 rad); (c) The DBP method with exposure time of 10.00 ms (RMS: 0.03 rad); (d) The FSP method with exposure time of 6.67 ms (RMS: 0.14 rad); (e) The FSP method with exposure time of 3.33 ms (RMS: 0.20 rad); (f) The FSP method with exposure time of 10.00 ms (RMS: 0.09 rad).
Figure 31. Examples for the 0.5 ms exposure time when the camera and the projector are not synchronized. (a)-(d) Examples of the DBP method, first row is the fringe patterns and second row is corresponding 100th cross section; (e)-(h) Examples of the FSP method, first row is the fringe patterns and second row is the corresponding 100th cross section.
5.5 Projector nonlinear gamma

The commercial video projector is usually a nonlinear device which is purposely designed to compensate for human vision. Therefore, to perform high-quality 3-D shape measurement using the FSP method, projector gamma calibration is usually mandatory. This
nonlinear response will result in non-sinusoidal waveforms if no compensation is used. A variety of techniques have been studied including those to actively change the fringe to be projected [15, 16], and to passively compensate for the phase error [17-20]. These methods increase the complexity of the system development. Moreover, our experiments found that the projector nonlinear gamma changes overtimes, thus it need to be re-calibrated frequently for high quality measurement. While, for the DBP method, this should not be necessary because only two intensity values (0 and 255) are used, and the output light intensity does not change much when the input intensity is close to 0 or 255.

To test and compare how the projector nonlinear gamma influences the measurement, one exposure time of 16.67 ms is used to alleviate the problem caused by the synchronization between the projector and the camera. A uniform flat surface is imaged. The camera is always in focus during the process, and for the DBP method, the projector is properly defocused to a certain degree.

Figure 33(a) shows the one cross section of the phase error for the DBP method. The phase error is very small (RMS 0.02 rad) and appears to be random, which indicates that the phase error is not affected by the projector nonlinear gamma. Figure 33(b) shows the corresponding phase error for the FSP method without gamma correction. The phase error is significantly large (RMS 0.09 rad). Figure 33(c) is the phase error for the FSP method with applying gamma correction, and the phase error reduces to a very small number (RMS 0.02 rad). This is because for the FSP method, a full intensity range (0-255) is used, and the nonlinear effect of the projector plays an important role. However, for the DBP method, only two intensity values are used and the intensity of the output light does not change much.
Figure 33. Phase errors (a) DBP method without projector gamma correction (RMS: 0.02 rad); (b) FSP method without projector gamma correction (RMS: 0.09 rad); (c) FSP method with projector gamma correction (RMS: 0.02 rad).

Figure 34. 3-D measuring results of sculptures. (a) DBP method without projector gamma correction; (b) FSP method without projector gamma correction; (c) FSP method with projector gamma correction.

To test and compare how the projector nonlinear gamma influences the 3-D shape measurement, the exposure time is set to be 16.67 ms to capture a full projection cycle, and the results are shown in Figure 34. It shows that if there is no projector gamma correction,
the FSP method would cause a large measure error, as shown in Figure 34(b), while for the DBP approach, it still can get a high-quality reconstruction shape, as shown in Figure 34(a).

5.6 Discussion of results

In this thesis, we designed four experiments to analyze the phase error caused by the following effects: (a) defocusing degree, (2) exposure time, (3) synchronization between the projector and the camera, and (4) projector nonlinear gamma. The experiment results indicate that compared with the FSP approach, generating sinusoidal fringe patterns by the DBP method has the following major advantages:

1. **No precise synchronization between the projector and the camera is necessary.** For the FSP method, the camera and the projector must be precisely synchronized for a high-quality 3-D shape measurement. On the contrast, for the DBP method, the sinusoidal fringe patterns are generated by defocusing binary patterns, and the synchronization is less important.

2. **No gamma correction is required.** For the FSP method a full intensity range (0-255) is used, thus, projector gamma calibration is usually mandatory for a commercial digital video projector. On the contrast, the DBP method is not sensitive to the projector gamma because only two grayscale values are used.

3. **It is very easy to generate sinusoidal fringe patterns.** This is because no complicated algorithms are necessary.

4. **The measurement is less sensitive to the exposure time used.** Therefore, the defocused binary patterns method is advantageous for 3-D shape measurement using a commercial DLP projector.
However, compared with the FSP method, the DBP is not trouble free. It still has some shortcomings:

(1) **More difficult to achieve high accuracy.** Because the sinusoidal patterns are not generated directly by the computer, the degree of defocusing affects the measurement. It seems to be impossible to generate perfect sinusoidal fringe patterns by defocusing. Because the defocusing cannot act like a perfect low-pass filter with sharp edge, it can only suppress the high-frequency harmonics, but not get rid of it. The sinusoidal fringe pattern by properly defocusing always has high-frequency harmonics, which will cause measurement errors. On the contrast, the FSP method uses an in-focused projector, and it does not have this problem because the measuring objects are placed near its focal plane.

(2) **Small depth measurement range.** For the DBP method, the projector must be properly defocused to generate ideal sinusoidal fringe patterns; otherwise, the nonsinusoidal waveform will cause large error. On the contrast, the FSP method is not very sensitive to this problem because the degree of defocusing will not affect the fringe profile.

Nevertheless, compared with its shortcomings, the DBP method can still be very useful when a commercial DLP projector is used for flexible 3-D shape measurement.

### 5.7 Conclusions

This chapter had a comparison study about the performance of the DBP method and the FSP approach by analyzing the phase errors introduced by the following issues: (1) degree of defocusing, (2) exposure time, (3) synchronization, and (4) projector nonlinear
gamma. Some real 3D measurement results were presented to compare these two methods. Our experimental results demonstrated that: (1) when the projector is defocused to a certain degree, the phase error induced by the DBP method is very close to that caused by the FSP method, thus, it is possible to generate ideal sinusoidal fringe patterns by the DBP method; (2) when a very short exposure time is needed, the DBP method definitely outperforms the FSP method for 3-D shape measurement; (3) the DBP method is less sensitive to the synchronization between the projector and the camera; and (4) no gamma correction is required for the DBP method. Phase error analysis and real 3-D shape measurement data were also presented to demonstrate and compare these two methods.
CHAPTER 6. CONCLUSION AND FUTURE WORK

This chapter summarizes this dissertation and provides some ideas of future work that might be important with this dissertation.

6.1 Summary

In this research, we have a comparison study about two different digital sinusoidal fringe generation techniques: DBP and FSP. We introduced the theory, and provided the simulation and experimental results to demonstrate the capabilities of generating sinusoidal fringe images by properly defocusing binary patterns.

We analyzed the phase errors for both methods caused by the following effects: (1) degree of defocusing, (2) exposure time, (3) synchronization, and (4) projector nonlinear gamma. Both simulation and experiments showed that for the DBP method, when the projector is defocused to a certain degree, the phase error induced by the DBP method is very close to that produced by the FSP approach.

The experiment results clearly show that for the DBP method, the phase error does not change significantly with the exposure time. This becomes important, especially, when a very short exposure time is needed, the DBP method definitely outperforms the FSP method for 3-D shape measurement. Thus, this DBP technique can be used to measure fast motion and the measurement speed can be greatly improved. Actually, some major pieces of work recently developed in our lab based on the DBP have verified that the projector defocusing technique can be used to reach the refreshing speed of a DLP projector: 120 HZ without significantly increasing the system cost [47], and achieve a 3-D shape measurement speed of 2000 kHZ with a simple and inexpensive DLP projector with a Fourier method [48].
Generating sinusoidal fringe images by defocusing the binary patterns are less sensitive to the synchronization between the projector and the camera and the projector’s nonlinear gamma. On the contrast, for a conventional method where the sinusoidal fringe images are generated by the computer and projected by the focused projector, all these factors must be well controlled to ensure high-quality measurement.

However, the DBP method is not trouble free. One of the major issues is that it seems to be impossible to generate ideal sinusoidal fringe patterns by defocusing, because the seemingly sinusoidal fringe pattern actually has high-frequency harmonics, which introduces measurement error. Another problem involves the depth range. Measurement range by using this technique is smaller than the conventional fringe generation methods. This is because the defocusing degree should be properly controlled, and cannot be too little or too much for high-quality measurement. We are currently seeking hardware and software approaches to solve these problems without sacrificing the merits of the proposed technique.

The proposed technique to generate sinusoidal fringe patterns has significantly simplified the development of 3-D shape measurement system, and provides a potential way to develop high-speed imaging. Therefore, it has the potential to replace the conventional fringe generation technique for the 3-D shape measurement system based on fringe analysis and phase-shifting methods.

### 6.2 Future work

In this dissertation, we have studied a recently developed new sinusoidal fringe generation technique that generates sinusoidal fringe patterns with a DLP by using the DBP method instead of the traditional FSP method. This technique has significantly simplified the
3-D shape measurement system development since the projector nonlinearity does not bring any problems into the imaging system. This may lead to some breakthroughs in the field of high-speed 3-D shape measurement. However, there are a number of avenues to explore in order to advance this technique. The future work tasks fall into three areas:

1. **Dealing with high-frequency harmonics phase errors.** Essentially, defocusing is to suppress the high-frequency harmonic components of the binary structured patterns. However, some experiments developed based on the DBP technique found that the seemingly sinusoidal fringe patterns are still composed of high-frequency harmonics [47,48], and the nonsinusoidality of the fringe patterns causes phase errors. Therefore, to realize high-quality 3-D shape measurement, the phase errors introduced by the harmonics need to be reduced by either hardware or software means.

2. **Increasing the measurement range.** Given the results in Section 5.2, we notice that the degree of defocusing is controlled by manually adjusting the focal length of the projector. The phase error induced by the DBP method is very similar with that caused by the FSP method. Defocusing either too little or too much will influence the measurement. Therefore, the high-quality fringe patterns can be generated within a small depth range. This means that the high-quality measurement can be obtained within a relatively small depth range. Future research needs to be conducted to increase the depth range.

3. **Calibrating defocused projector.** All the existing techniques assume the projector to be in focus, which is not the case for our system. The calibration
involving a defocused projector will be more complicated. Currently, we are seeking a new method to accurately calibrate a defocused projector.
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