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ABSTRACT

In recent times, the atomic force microscope (AFM) has been used in various fields like biology, chemistry, physics and medicine for obtaining atomic level images. The AFM is a high-resolution microscope which can provide the resolution on the order of fractions of a nanometer. It has applications in the field of material characterization, probe based data storage, nano-imaging etc. The prevalent mode of using the AFM is the static mode where the cantilever is in continuous contact with the sample. This is harsh on the probe and the sample. The problem of probe and sample wear can be partly addressed by using the dynamic mode operation with the high quality factor cantilevers. In the dynamic mode operation, the cantilever is forced sinusoidally using a dither piezo. The oscillating cantilever gently taps the sample which reduces the probe-sample wear. In this dissertation, we demonstrate that viewing the dynamic mode operation from a communication systems perspective can yield huge gains in nano-interrogation speed and fidelity.

In the first part of the dissertation, we have considered a data storage system that operates by encoding information as topographic profiles on a polymer medium. A cantilever probe with a sharp tip (few nm radius) is used to create and sense the presence of topographic profiles, resulting in a density of few Tb per in.\(^2\). The usage of the static mode is harsh on the probe and the media. In this work, the high quality factor dynamic mode operation, which alleviates the probe-media wear, is analyzed. The read operation is modeled as a communication channel which incorporates system memory due to inter-symbol interference and the cantilever state. We demonstrate an appropriate level of abstraction of this complex nanoscale system that obviates the need for an involved physical model. Next, a solution to the maximum likelihood sequence detection problem based on the Viterbi algorithm is devised. Experimental
and simulation results demonstrate that the performance of this detector is several orders of magnitude better than the performance of other existing schemes.

In the second part of the dissertation, we have considered another interesting application of the dynamic mode AFM in the field of nano-imaging. Nano-imaging has played a vital role in biology, chemistry and physics as it enables interrogation of material with sub-nanometer resolution. However, current nano-imaging techniques are too slow to be useful in the high speed applications of interest such as studying the evolution of certain biological processes over time that involve very small time scales. In this work, we present a high speed one-bit imaging technique using the dynamic mode AFM with a high quality factor cantilever. We propose a communication channel model for the cantilever based nano-imaging system. Next, we devise an imaging algorithm that incorporates a learned prior from the previous scan line while detecting the features on the current scan line. Experimental results demonstrate that our proposed algorithm provides significantly better image resolution compared to current nano-imaging techniques at high scanning speed.

While modeling the probe-based data storage system and the cantilever based nano-imaging system, it has been observed that the channel models exhibit the behavior similar to inter-symbol-interference (ISI) channel with data dependent time-correlated noise. The Viterbi algorithm can be adapted for performing maximum likelihood sequence detection in such channels. However, the problem of finding an analytical upper bound on the bit error rate of the Viterbi detector in this case has not been fully investigated. In the third part of the dissertation, we have considered a subset of the class of ISI channels with data dependent Gauss-Markov noise. We derive an upper bound on the pairwise error probability (PEP) between the transmitted bit sequence and the decoded bit sequence that can be expressed as a product of functions depending on current and previous states in the (incorrect) decoded sequence and the (correct) transmitted sequence. In general, the PEP is asymmetric. The average BER over all possible bit sequences is then determined using a pairwise state diagram. Simulations results demonstrate that analytic bound on BER is tight in high SNR regime.
CHAPTER 1. INTRODUCTION

The invention of atomic force microscope (AFM), by Binnig et al. in 1986 [1], has resulted in major breakthroughs in various fields like biology, chemistry, physics and medicine over the years. The ability to see things at the level of a few nanometers is critical in many of these domains. The AFM can provide the resolution on the order of fractions of a nanometer. Thus, it can be used for developing various applications in those domains, for example imaging the movement of kinesins along microtubules, imaging the samples for fault detection in semiconductor fabrication, developing storage device which can provide areal densities close to 4 Tb/in$^2$ [41] etc. Another interesting application of the AFM is material characterization in which mechanical [2], electrical [3], thermal [4] and optical [5] properties of the material can be interrogated. Many probe based sensors are available these days which can sense topography and material properties of the sample [6].

AFM setup consists of a cantilever beam that is supported at one end with a sharp tip at another end as a means to determine the topography of the sample. A representative cantilever has dimensions of 100 $\mu$m length, 20 $\mu$m breadth and 5 $\mu$m thickness. The tip at the end of the cantilever has a tapered end that can be atomically sharp. The forces between the tip and the sample, to be interrogated, are primarily due to the interatomic forces that are effective in the 4-5 nm range. A typical qualitative force profile with respect to the separation between the tip and the sample is shown in Figure 1.1 that is characterized by long range attractive forces and short range repulsive forces. When there is a hill on the sample, the tip-sample separation is reduced, which results in an increased force on the cantilever leading to a different effect on the cantilever deflection compared to when there is a valley in the sample topography. There are various means of measuring the cantilever deflection. In the standard atomic force microscope
setup, which has formed the basis of this dissertation, the cantilever deflection is measured by a beam-bounce method where a laser is incident on the back of the cantilever surface and the laser is reflected from the cantilever surface into a split photodiode. The photodiode collects the incident laser energy and provides a measure of the cantilever deflection. The advantage of the beam-bounce method is the high resolution (low measurement noise) and high bandwidth (in the 2-3 MHz) range. The disadvantage is that it is more cumbersome for integrating this method into a parallel operation where multiple cantilevers operate in parallel.

There are attractive measurement mechanisms that integrate the cantilever motion sensing onto the cantilever itself. These include piezo-resistive sensing [13] and thermal sensing [16] that sense the motion of the cantilever by monitoring the changes in resistance of the piezo material due to a strain and the changes in the resistance of the cantilever material due to temperature changes respectively. The static and dynamic mode operation are two most prevalent modes of operation to actuate the cantilever. In the static mode, the cantilever is analogous to a gramophone needle (cantilever tip) of the gramophone player that moves due to the topography of the record (sample) i.e. the cantilever is in continuous contact with the sample. The information content is present in low frequency in this case. However, it can be shown experimentally that the system gain at low frequency is very small. Therefore, in order to overcome measurement noise at output, the interaction force between tip and sample should be large which degrades the probe and sample over time and significantly reduces reliability.

The problem of tip and sample wear can be partly addressed by using the dynamic mode operation. In the dynamic mode operation, the cantilever is forced sinusoidally using a dither piezo. The oscillating cantilever interacts with the sample intermittently as it gently taps the sample and thus the lateral forces are reduced which decreases tip-sample wear drastically [44].

For the dynamic mode operation there are also various other schemes to actuate the cantilever that include electrostatic [14], mechanical by means of a dither piezo that actuates the support of the cantilever base, magnetic [19] and piezoelectric [15].

One of other interesting applications of AFM involves force measurements for biomaterials, chemical sensing, polymers, colloidal forces, adhesion and more. The AFM instrumentation
is done such that it can measure the force between a tip mounted on a cantilever beam and a sample surface as a function of the tip-surface separation. This force curve can be used for various purposes like studying the bulk properties of the materials such as elasticity, plasticity and hardness etc. Similar idea like microindentation has been commonly used over the years in material science and engineering for obtaining the bulk properties of the materials. In past, the mechanical properties had been studied from the force curves obtained using AFM for various materials like rubbers (Polypropylene glycol (PPG) based), semicrystalline (iPP, HDPE, PTFE), glassy polymers (PMMA, PC), pyrolytic graphite, gold foil etc [7]. The force curves have also drawn the attention of biophysical community for assessing single-molecule inter and intramolecular interactions [8]. Thus, the applications of force curves are quite diverse and beyond the scope of this dissertation.

In this dissertation, we considered the application of the dynamic mode AFM, using a high quality factor cantilever, in the field of probe based storage. The need of probe based data storage is driven by the explosive growth of the personal computer industry and the Internet which demand for ultra-high capacity storage devices. Demands of a few Tb per in.\(^2\) are predicted in the near future. Commercially used data storage techniques are primarily based on magnetic, optical and solid state technologies. However all these technologies are
reaching fundamental limits on their achievable areal densities. Magnetic storage suffers from the superparamagnetic effect that limits the minimum size of a magnetic domain. Optical devices are limited by the wavelength of the utilized laser and solid state devices are limited by the minimum size of a transistor that can be created. A promising high density storage methodology, that is presented in this dissertation utilizes a sharp tip at the end of a micro cantilever probe to create (or remove) and read indentations (see [41]). The presence/absence of an indentation represents a bit of information. This method can provide significantly higher areal densities compared to current storage technologies. Recently, experimentally achieved tip radii near 5 nm on a micro-cantilever were used to create areal densities close to 4 Tb/in². The indentations had dimensions close to the tip-radii and a height of 1 nm [42]. The areal density in this method is primarily limited by the tip geometry. The effective area of the tip that interacts with the media can be made considerably smaller with technologies such as carbon nanotube attachments (see [17, 9]) that have the promise to yield sub-nanometer small features. Thus, unlike the previous storage technologies, the fundamental limit of areal densities possible is far from being reached.

A particular realization of a probe based storage device that uses an array of cantilevers is provided in [18]. However, there are fundamental drawbacks of current probe based devices that are related to the static mode operation. In the static mode operation, the cantilever is in contact with media throughout the read operation which results in large vertical and lateral forces on the media and the tip. Thus, there is considerable wear and tear that reduces the life of the device. The problem of tip and media wear can be partly addressed by using dynamic mode operation; particularly when a cantilever with a high quality factor is employed. However the conventional dynamic methods that use high quality factors, though gentle on the medium, are too slow to be useful in data storage applications. In the dynamic mode operation given in this dissertation, the cantilever is forced sinusoidally using a dither piezo. The oscillating cantilever interacts with the medium intermittently as it gently taps the medium and thus the lateral forces are reduced which decreases the media wear [44].

At high storage densities, the readback signal suffers from increased noise and linear/nonlinear
distortions. This makes data detection more difficult, and requires powerful detection techniques. Data detection can be improved by increasing the tip-medium interaction force but this comes at the cost of increased tip and medium wear and reduces the reliability of system. Thus, what is needed are good detectors that have a low probability of error at a given tip-medium interaction.

Good detection methods in a dynamic mode operation have to circumvent the challenge of substantially increased complexity of interpreting the cantilever oscillations for information about the medium. For example, evidence of chaotic behavior [24, 36, 11] and other complicating issues like multi-valued outputs for the same input [21, 37] exist in the dynamic mode operation. Using cantilever probes that have high quality factors leads to high resolution. This is because the effect of a topographic change on the medium, on the oscillating cantilever, lasts much longer (approximately $Q$ cantilever oscillation cycles where $Q$ is the quality factor of the cantilever) for a high quality cantilever. Also the signal to noise ratio increases with higher quality factors (improves as $\sqrt{Q}$) [43]. However, the advantages of high quality factor become disadvantages with respect to bandwidth which is apparent as the effect of a topographic change lasts longer and therefore information on the medium has to be temporally spaced to reduce inter-symbol interference. Thus the challenges of designing good detection schemes are twofold; the first is that of modeling the characterization of the dynamics that leads to the model that predicts the essential experimental features and remains tractable for a data storage purposes and the second is to use the model to exploit the advantages of high quality factor cantilevers without sacrificing bandwidth. These challenges need to be tackled for rendering the dynamic mode operation feasible for high density data storage purposes.

Another widely prevalent use of AFM is in the field of nano-imaging and bio-manipulation at the molecular scale. For example, AFM cantilevers have been used in biological sciences for cutting DNA strands [48] and investigating the activity of RNA polymerase [47]. Various kind of biomolecules, such as phospholipids, proteins, DNA, RNA, membranes, living cells and tissues, have been imaged using AFM over the years [8]. Apart from providing the structural characterization of biomolecules, AFM can also be used to investigate mechanical, chemical and
functional properties of biomolecules [8]. These applications resulted in a major breakthroughs in various fields including biology, chemistry, physics and medicine and gave an opportunity to perceive the world at nanoscale.

Nano-imaging has been (more or less), the domain of physicists and the approaches have relied on the development of better instruments or the usage of better materials that improve the fidelity and/or the speed of imaging. However, it is evident that these approaches are limited; currently high fidelity requires low speed and vice versa (in spite of the fact that AFM is a mature technology). Current nanoimaging technology though useful, suffers from severe speed limitations. Current techniques essentially rule out imaging chemical and biological processes that evolve at time scales that are typically faster than the imaging speed, e.g. movement of kinesins along microtubules. Moreover, in many cases we are interested in fast imaging of samples that are of the order of a few square centimeters or even higher in some applications e.g., fault detection in semiconductor fabrication. There is a great need for finding an algorithm for nano-imaging which can image at a very good resolution for very high scan rates as compared to conventional imaging techniques.

In nano-imaging, the samples, to be imaged, are mostly soft which leads to the use of dynamic mode AFM. In the dynamic mode operation, the cantilever is forced sinusoidally using a dither piezo. The oscillating cantilever gently taps the sample and thus the lateral forces are reduced which decreases the sample wear [44]. The amplitude of the cantilever oscillation changes due to tip-sample interaction. The amplitude of the first harmonic of the cantilever oscillation is obtained from the cantilever deflection signal in amplitude modulation method. This amplitude signal can be used to image samples and referred as amplitude imaging [45]. In [33], the cantilever-observer architecture is introduced which removes the effect of dither and provides a better way to image samples. The innovation signal is obtained through the output of the cantilever-observer architecture. The root mean square of the innovation signal gives a fast way to image samples and referred as root mean square imaging [50]. But current imaging techniques are too slow to be useful in high fidelity imaging of chemical and biological processes that evolve at fast time scales.
For high-fidelity imaging, it is required to figure out the height and shape of the underlying sample to within 8-bit precision (for example). The imaging technique should be general enough to operate under various sample types. This makes the nano-imaging problem significantly challenging and complicated. In this dissertation, we consider a one-bit imaging, i.e., we wish to detect the presence/absence of a feature. This can be generalized to multi-bit imaging in future. In one-bit imaging technique, the raster scan is used for imaging which means that the image is subdivided into a sequence of horizontal scan lines and each scan line is imaged using the imaging scanner (AFM system scanner in our case). Each scan line consists of bit-pixels which can be either ‘0’ or ‘1’. This problem of imaging is analogous to the problem of detecting the presence/absence of the bits in probe based data storage system. Some ideas about channel modeling for probe based data storage can be borrowed for imaging purposes. But it is important to note that the detector developed for probe based data storage cannot be used for imaging purposes. The detector for data storage device assumes equiprobable prior on the input bit sequence which is not true in the imaging scenarios as the images will have non-equiprobable priors on the input depending upon the features present in the image. This demands designing a detection strategy for nano-imaging applications which can incorporate non-equiprobable priors. Next, the imaging of chemical and biological processes, that evolve at fast time scales, drives the need for high scan rate imaging. But the feature detection at high scan rates becomes quite challenging as the tip-sample interaction duration for each feature decreases with an increase in the scan rate. Thus, the main challenge in nano-imaging is to develop an imaging technique which can incorporate the non-equiprobable priors and provide good resolution at very high scan speeds.

While modeling the probe-based data storage system, it has been observed that the channel model exhibits the behavior similar to inter-symbol-interference (ISI) channel with data dependent time-correlated noise. Many other domains involve these kind of channel models, e.g., the statistics of percolation and nonlinear effects between transitions [65, 54] in magnetic recording result in data dependent noise. The corresponding detectors have been found which significantly improve performance compared to the current state of the art [56]. It is
well known that usage of a sequence detector designed for an additive white gaussian noise (AWGN) ISI model can lead to the significant loss of performance if the data dependence and time-correlation of the noise is not taken into account.

Forney [20, 52] presented a maximum likelihood sequence detection (MLSD) solution based on the Viterbi algorithm for ISI channels with memoryless noise. The flowgraph techniques have been used to derive the upper bounds on the error probability of the detector [51, 61, 63]. The finite ISI channel with Gauss-Markov noise is considered in the work of [10, 55]. In [10], certain techniques are presented for computing an upper bound on the performance of the detector. The performance analysis of the MLSD in presence of data dependent noise have also been considered in another work of [64, 60]. However, their technique is not based on flowgraph techniques, and requires an enumeration of all error events of relevant lengths and an estimate of the corresponding pairwise error probability upper bound. It should be noted that an analytical technique for estimating detector performance is quite important since it allows us to predict the performance at high SNR’s where simulation can be time-consuming.

The derivation of finding upper bound on BER in an ISI channel with additive white Gaussian noise (AWGN) is very well known over the years [63]. In this case, the upper bound on the pairwise error probability (PEP) between two state sequences can be easily factorized as a product of functions depending on current and previous states in the (incorrect) decoded sequence and the (correct) transmitted sequence. Let $\bar{S}$ and $\hat{S}$ be the transmitted and decoded state sequences respectively. Then this means that the probability that the detector prefers $\hat{S}$ to $\bar{S}$, is denoted by $P(\hat{S}|\bar{S}) \leq \prod_{k=0}^{N-1} h(\hat{S}_{k-1}, S_{k-1})$ where $h$ is a function of current state and previous decoded states $\hat{S}_{k-1} = (\hat{S}_{k-1}, \hat{S}_k)$ and actual states $S_{k-1} = (S_{k-1}, S_k)$. Moreover, the PEP is symmetric due to the symmetric nature of white Gaussian noise, i.e., $P(\bar{S}|\hat{S}) = P(\hat{S}|\bar{S})$. Together, these properties allow the application of the error state diagram method for finding an upper bound on the BER [63]. In contrast, neither of these properties hold for the ISI channel with data-dependent Gauss-Markov noise (considered in [10]). The signal dependent and time-correlated noise makes the PEP asymmetric. Further the PEP does not factorize in a suitable manner as required for the application of flowgraph techniques. The derivation of
upper bound on BER for such channels becomes quite challenging.

1.1 Organization of the dissertation

This dissertation emphasizes on developing a communication channel model for dynamic mode AFM. The cantilever dynamics is complex with a number of physical intricacies that can render AFM intractable for practical applications. An appropriate level of abstraction is required which will obviate the need for an involved physical model. Apart from including the physical aspects in the channel model, the channel model should also be mathematically tractable so that the communications and signal processing techniques can be applied for developing detectors for it. By using this kind of channel model in probe based data storage and nano-imaging, the good detectors can be developed which provides remarkable improvement over the current state of art. In this dissertation, these sort of issues and aspects are researched in great detail. The dissertation is organized as follows:

- Chapter 2 introduces the application of AFM in probe based data storage system. A new approach of achieving a few Tb per in.\(^2\) areal densities, utilizes a cantilever probe with a sharp tip that can be used to deform and assess the topography of the material. The prevalent mode of using the cantilever probe is the static mode that is harsh on the probe and the media. In this chapter, the high quality factor dynamic mode operation, that is less harsh on the media and the probe, is analyzed. The main contributions of this chapter are summarized as,

  - The communication channel model for dynamic mode read operation using high \(Q\) cantilevers is developed.

  - A solution to the maximum likelihood sequence detection problem based on the Viterbi algorithm for the identified channel model is derived.

  - The thresholding detectors, which completely ignore inherent system memory, are also proposed.
Chapter 3 deals with the application of AFM in the field of nano-imaging. Current nano-imaging techniques are too slow to be useful in the high speed applications of interest. A high speed one-bit imaging technique using dynamic mode AFM with a high quality factor cantilever is presented. The main contributions of this chapter are summarized as,

- The high quality factor cantilever system using a Markovian model which incorporates the inherent system memory due to the inter-symbol interference and the cantilever state is proposed for the cantilever based nano-imaging system.
- The imaging problem as one of finding the maximum a posteriori (MAP) symbol detector for the model is posed which is solved by adapting the BCJR algorithm for the channel model.
- An improved MAP symbol detector that incorporates a learned prior from the previous scan line while detecting the features on the current scan line is proposed.

Chapter 4 presents inter-symbol interference (ISI) channels with data dependent Gauss Markov noise to model read channels in magnetic recording and probe based data storage systems. The Viterbi algorithm is used for performing maximum likelihood sequence detection in such channels. However, the problem of finding an analytical upper bound on the bit error rate of the Viterbi detector has not been fully researched. Current techniques rely on an exhaustive enumeration of short error events and determine the BER using a union bound. The main contributions of this chapter are summarized as,

- A subset of the class of ISI channels with data dependent Gauss-Markov noise is considered. An upper bound on the pairwise error probability (PEP) between the transmitted bit sequence and the decoded bit sequence is derived.
- The average BER over all possible bit sequences is determined using a pairwise state diagram.
- An analytic bound on BER is derived for the considered channel model.

Chapter 5 summarizes all the findings and contributions of the dissertation and provides the future work. A discussion about all the experimental and simulation results is pro-
vided to highlight the significant improvement obtained using the proposed techniques presented in this dissertation.
CHAPTER 2. High-density Data Storage Based on Dynamic Mode
Atomic Force Microscopy: A Communications Perspective

2.1 Introduction

Present day high density storage devices are primarily based on magnetic, optical and solid state technologies. Advanced signal processing and detection techniques have played an important role in the design of all data storage systems [29, 27, 28, 30, 31, 10, 20]. Indeed techniques such as partial-response max-likelihood [28, 32, 29] were responsible for significantly improving magnetic disk technology.

In this chapter, we consider a promising high density storage methodology which utilizes a sharp tip at the end of a micro cantilever probe to create, remove and read indentations (see [41]). The presence/absence of an indentation represents a bit of information. The main advantage of this method is the significantly higher areal densities compared to conventional technologies that are possible. Recently, experimentally achieved tip radii near 5 nm on a micro-cantilever were used to create areal densities close to 1 Tb/in.² [41].

A particular realization of a probe based storage device that uses an array of cantilevers, along with the static mode operation is provided in [18]. However, there are fundamental drawbacks of this technique. In the static mode operation, the cantilever is in contact with media throughout the read operation which results in large vertical and lateral forces on the media and the tip. Moreover, significant information content is present in the low frequency region of the cantilever deflection and it can be shown experimentally that the system gain at low frequency is very small. Therefore, in order to overcome the measurement noise at the output, the interaction force between the tip and the medium has to be large. This degrades the medium and the probe over time, resulting in reduced device lifetime.
The problem of tip and media wear can be partly addressed by using the dynamic mode operation; particularly when a cantilever with a high quality factor is employed. In the dynamic mode operation, the cantilever is forced sinusoidally using a dither piezo. The oscillating cantilever gently taps the medium and thus the lateral forces are reduced which decreases the media wear [44]. Using cantilever probes that have high quality factors leads to high resolution, since the effect of a topographic change on the medium on the oscillating cantilever lasts much longer (approximately $Q$ cantilever oscillation cycles, where each cycle is $1/f_0$ seconds long and $Q$ and $f_0$ is the quality factor and the resonant frequency of the cantilever respectively). Moreover, the SNR improves as $\sqrt{Q}$ [43]. However, this also results in severe inter-symbol-interference, unless the topographic changes are spaced far apart. Spacing the changes far apart is undesirable from the storage viewpoint as it implies lower areal density. Another issue is that the cantilever exhibits complicated nonlinear dynamics. For example, if there is a sequence of hard hits on the media, then the next hit results in a milder response, i.e., the cantilever itself has inherent memory, that cannot be modeled as ISI. Conventional dynamic mode methods described in [33], that utilize high-Q cantilevers are not suitable for data storage applications. This is primarily because they are unable to deal with ISI and the nonlinear channel characteristics. The current techniques can be considered analogous to peak detection techniques in magnetic storage [30].

In this work we demonstrate that these issues can be addressed by modeling the dynamic mode operation as a communication system and developing high performance detectors for it. Note that corresponding activities have been undertaken in the past for technologies such as magnetic and optical storage [27], e.g., in magnetic storage, PRML techniques, resulted in tremendous improvements. In our work, the main issues are, (a) developing a model for the cantilever dynamics that predicts essential experimental features and remains tractable for data storage purposes, and (b) designing high-performance detectors for this model, that allow the usage of high quality cantilevers, without sacrificing areal density. As discussed in the sequel, several concepts such as Markovian modeling of the cantilever dynamics and Viterbi detection in the presence of noise with memory [10], play a key role in our approach.
In this chapter, a dynamic mode read operation is researched where the probe is oscillated and the media information is modulated on the cantilever probe’s oscillations. It is demonstrated that an appropriate level of abstraction is possible that obviates the need for an involved physical model. The read operation is modeled as a communication channel which incorporates the system memory due to inter-symbol interference and the cantilever state that can be identified using training data. Using the identified model, a solution to the maximum likelihood sequence detection problem based on the Viterbi algorithm is devised. Experimental and simulation results which corroborate the analysis of the detector, demonstrate that the performance of this detector is several orders of magnitude better than the performance of other existing schemes and confirm performance gains that can render the dynamic mode operation feasible for high density data storage purposes.

Our work will motivate research for fabrication of prototypes that are massively parallel and employ high quality cantilevers (such as those used with the static mode [41] and intermittent contact dynamic mode but with low-Q [14]). In current prototypes, the cantilever detection is integrated into the cantilever structure and the cantilevers are actuated electrostatically. Even though the experimental setup reported in this chapter uses a particular scheme for measuring the cantilever detection and for actuating the cantilever, the paradigm developed for data detection is largely applicable in principle to other modes of detection and actuation of the cantilever. The analysis criteria primarily assume that high quality factor cantilevers are employed and that a dynamic mode operation is pursued.

2.2 Background and related work.

Probe based high density data storage devices employ a cantilever beam that is supported at one end and has a sharp tip at another end as a means to determine the topography of the media on which information is stored. The information on the media is encoded in terms of topographic profiles. A raised topographic profile is considered a high bit and a lowered topographic profile is considered a low bit. There are various means of measuring the cantilever deflection. In the standard atomic force microscope setup, which has formed the basis of probe
based data storage, the cantilever deflection is measured by a beam-bounce method where
a laser is incident on the back of the cantilever surface and the laser is reflected from the
cantilever surface into a split photodiode. The photodiode collects the incident laser energy
and provides a measure of the cantilever deflection (see Figure 2.1(a)). The advantage of the
beam-bounce method is the high resolution (low measurement noise) and high bandwidth (in
the 2-3 MHz) range. The disadvantage is that it cannot be easily integrated into an operation
where multiple cantilevers operate in parallel. There are attractive measurement mechanisms
that integrate the cantilever motion sensing onto the cantilever itself. These include piezo-
resistive sensing [13] and thermal sensing [16]. For the dynamic mode operation there are
various schemes to actuate the cantilever that include electrostatic [14], mechanical by means
of a dither piezo that actuates the support of the cantilever base, magnetic [19] and piezoelectric
[15]. In this chapter, it is assumed that the cantilever is actuated by a dither piezo and the
sensing mechanism employed is the beam bounce method (see Figure 2.1(a)).

2.2.1 Models of cantilever probe, the measurement process and the tip-media
interaction

A first mode approximation of the cantilever is given by the spring mass damper dynamics
described by

\[ \ddot{p} + \frac{\omega_0}{Q} \dot{p} + \omega_0^2 p = f(t), \quad y = p + v, \tag{2.1} \]

where \( \ddot{p} = \frac{d^2 p}{dt^2} \), \( p \), \( f \), \( y \) and \( v \) denote the deflection of the tip, the force on the cantilever, the
measured deflection and the measurement noise respectively whereas the parameters \( \omega_0 \) and
\( Q \) are the first modal frequency (resonant frequency) and the quality factor of the cantilever
respectively. The input-output transfer function with input \( f \) and output \( p \) is given as
\[ G = \frac{1}{s^2 + \frac{\omega_0}{Q} s + \omega_0^2}. \]
The cantilever model described above can be identified precisely (see [34]).

The interaction force, \( h \), between the tip and the media depends on the deflection \( p \) of the
cantilever tip. Such a dependence is well characterized by the Lennard-Jones like force that is
typically characterized by weak long-range attractive forces and strong short range repulsive
forces (see Figure 2.1(c)). Thus, the probe based data storage system can be viewed as an
Figure 2.1 (a) Shows the main components of a probe based storage device. The main probe is a cantilever with a tip at one end that interacts with the media. The support end can be forced using a dither piezo. The deflection of the tip-end is measured by a laser-mirror-photodiode arrangement. The controller employs the deflection measurement to keep the probe engaged with the media. (b) Shows a block diagram representation of the cantilever system $G$ being forced by white noise ($\eta$), tip-media force $h$ and the dither forcing $g$. The output of the block $G$, the deflection $p$ is corrupted by measurement noise $\nu$ that results in the measurement $y$. Tip media force $h = \phi(p)$. (c) Shows the typical tip-media interaction forces of weak long range attractive forces and strong repulsive short range forces.

interconnection of a linear cantilever system $G$ with the nonlinear tip-media interaction forces in feedback (see Figure 2.1(b) and note that $p = G(h + \eta + g)$ with $h = \phi(p)$ [38]).

### 2.2.2 Cantilever-Observer Model

A state space representation of the filter $G$ can be obtained as $\dot{x} = Ax + Bf$, $y = Cx + \nu$ where $x = [p \; \dot{p}]^T$ and $f = \eta + g$ (assuming no media forces $h$) and $A$, $B$ and $C$ are given by,

$$
A = \begin{bmatrix}
0 & 1 \\
-\omega_0^2 & -\omega_0/Q \\
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
1 \\
\end{bmatrix}, \quad C = \begin{bmatrix}
1 & 0 \\
\end{bmatrix}
$$
Based on the model of the cantilever, an observer to monitor the state of the cantilever can be implemented [25] (see Figure 2.2). The observer dynamics and the associated state estimation error dynamics is given by,

\[
\dot{\hat{\mathbf{x}}} = A\hat{\mathbf{x}} + Bg + L(y - \hat{y}); \hat{\mathbf{x}}(0) = \hat{\mathbf{x}}_0, \\
\hat{y} = C\hat{\mathbf{x}}, \\
\dot{\tilde{\mathbf{x}}} = (A - LC)\tilde{\mathbf{x}} + B\eta - L\nu, \\
\tilde{\mathbf{x}}(0) = \mathbf{x}(0) - \hat{\mathbf{x}}(0),
\]

where \( L \) is the gain of the observer, \( \hat{\mathbf{x}} \) is the estimate of the state \( \mathbf{x} \) and \( g \) is the external known dither forcing applied to the cantilever. The error in the estimate is given by \( \tilde{\mathbf{x}} = \mathbf{x} - \hat{\mathbf{x}} \), whereas the error in the estimate of the output \( y \) is given by, \( e = y - \hat{y} = C\tilde{\mathbf{x}} + \nu \). The error between the observed state and the actual state of the cantilever, when no noise terms or media forces are present \((\eta = \nu = h = 0)\) is only due to the mismatch in the initial conditions of the observer and the cantilever-tip. Note that the cantilever tip interacts with the media only for a small portion of an oscillation. It is shown in [33] that such a tip-media interaction can be modeled well as an impact force (in other words as an impulsive force) on the cantilever that translates into an initial condition reset of the cantilever state. The error process is white if the Kalman gain is used for \( L \) [25]. For cantilever deflection sensors with low enough and realizable levels of measurement noise, the effective length of the impulse response of the system with media force as input and the error signal \( e \) as the output can be made as short as four periods of the cantilevers first resonant frequency.

As described in [33], the discretized model of the cantilever dynamics is given by

\[
x_{k+1} = Fx_k + G(g_k + \eta_k) + \delta_{\theta,k+1}\nu, \\
y_k = Hx_k + v_k, \quad k \geq 0,
\]

where the matrices \( F, G, \) and \( H \) are obtained from matrices \( A, B \) and \( C \) using the zero order hold discretization at a desired sampling frequency and \( \delta_{\theta,i,j} \) denotes the dirac delta function.
\( \theta \) denotes the time instant when the impact between the cantilever tip and the media occurs and \( \nu \) signifies the value of the impact. The impact results in an instantaneous change or jump in the state by \( \nu \) at time instant \( \theta \). When a Kalman observer is used, the profile in the error signal due to the media can be pre-calculated as,

\[
e_k = y_k - \hat{y}_k = \Gamma_{k,\theta} \nu + n_k ,
\]

where \( \{\Gamma_{k,\theta} \nu\} \) is a known dynamic state profile with an unknown arrival time \( \theta \) defined by \( \Gamma_{k,\theta} = H(F - L_KH)^{k-\theta} \), for \( k \geq \theta \). \( L_K \) is the Kalman observer gain, \( n_k \) is a zero mean white noise sequence which is the measurement residual had the impact not occurred and \( \theta \) is assumed to be equal to 0 for simplicity. The statistics of \( n \) are given by, \( E\{n_jn_k^T\} = V \delta_{jk} \) where \( V = HP_{\tilde{x}}H^T + R \) and \( P_{\tilde{x}} \) is the steady state error covariance obtained from the Kalman filter that depends on \( P \) and \( R \) which are the variances of the thermal noise and measurement noise respectively.

\[2.3\] Channel model and detectors

2.3.1 Reformulation of state space representation

It is to be noted that although we have modeled the cantilever system as a spring-mass-damper model (second order system with no zeros and two stable poles)(see (2.1)), the exper-
imentally identified channel transfer function that is more accurate in practice has right half plane zeros that are attributed to delays present in the electronics. Given this scenario, the state space representation used in [33] leads to a discrete channel with two inputs as seen in (2.3) because the structure of $B$ is no longer in the form of $[0 \ 1]^T$. However, source information enters the channel as a single input as the tip-medium interaction force. The problem can be reformulated as one of a channel being driven by a single input by choosing an appropriate state space representation. For the state space model of the cantilever, it is known that the pair $(A, B)$ is controllable which implies there exists a transformation which will convert the state space into a controllable canonical form such that $B = [0 \ 1]^T$. This kind of structure of $B$ will force the discretized model (2.2) to be such that one component of $\nu$ is equal to 0. With $B$ chosen as above, the entire system can be visualized as a channel that has a single source. In this chapter, the single source model is used as it simplifies the detector structure and analysis substantially.

2.3.2 Channel Model

The cantilever based data storage system can be modeled as a communication channel as shown in Figure 2.3. The components of this model are explained below in detail.

**Shaping Filter ($b(t)$):** The model takes as input the bit sequence $\bar{a} = (a_0, \ a_1 \ldots a_{N-1})$ where $a_k, k = 1, \ldots, N - 1$ is equally likely to be 0 or 1. In the probe storage context, ‘0’ refers to the topographic profile being low and ‘1’ refers to the topographic profile being high. Each bit has a duration of $T$ seconds. This duration can be found based on the length of the topographic profile specifying a single bit and the speed of the scanner. The height of the high bit is denoted by $A$. The cantilever interacts with the media by gently tapping it when it is high. When the media is low, typically no interaction takes place. We model the effect of the medium height using a filter with impulse response $b(t)$ (shown in Figure 2.3) that takes as input, the input bit impulse train $a(t) = \sum_{k=0}^{N-1} a_k \delta(t - kT)$. The output of the filter is given by $\tilde{a}(t) = \sum_{k=0}^{N-1} a_k b(t - kT)$. 
**Nonlinearity Block** ($\phi$): The cantilever oscillates at frequency $f_0$ which means that in each cantilever cycle of duration $T_c = 1/f_0$, the cantilever hits the media at most once if the media is high during a time $T_c$. Due to the dynamics of the system it may not hit the media, even if it is high. The magnitude of impact on the media is not constant and changes according to the state of the cantilever prior to the interaction with the media. We note that a very accurate modeling of the cantilever trajectory will require the solution of complex nonlinear equations corresponding to the cantilever dynamics and knowledge of the bit profile so that each interaction is known. In this work we model the impact values of the tip-media interaction by means of a probabilistic Markov model that depends on the previous bits. This obviates the need for a detailed model. We assume that in each high bit duration $T$, the cantilever hits the media $q$ times (i.e. $T = qT_c$) with varying magnitudes. Therefore, for $N$ bits, the output of the nonlinearity block is given by,

$$\tilde{a}(t) = \sum_{k=0}^{Nq-1} \nu_k(\tilde{a})\delta(t - kT_c),$$

where $\nu_k$ denotes the magnitude of the $k^{th}$ impact of the cantilever on the medium. Here, we approximate the nonlinearity block output as a sequence of impulsive force inputs to the cantilever. The strength of the impulsive hit at any instant is dependent on previous impulsive hits; precisely because the previous interactions affect the amplitude of the oscillations that in turn affect how hard the hit is at a particular instance. The exact dependence is very hard to model deterministically and therefore we chose a Markov model, as given below for the sequence of impact magnitudes for a single bit duration,

$$\tilde{\nu}_i = \bar{\mathcal{G}}(a_i, a_{i-1}, \ldots, a_{i-m}) + \bar{b}_i$$

(2.4)

where $\bar{\mathcal{G}}(a_i, a_{i-1}, \ldots, a_{i-m})$ is a function of $\tilde{\nu}_i = [\nu_{iq} \nu_{iq+1} \ldots \nu_{(i+1)q-1}]^T$ and the current and the last $m$ bits. Here $m$ denotes the system memory and $\bar{b}_i$ is a zero mean i.i.d. Gaussian vector of length $q$. The appropriateness of the model will be demonstrated by our experimental results.

**Channel Response** ($\Gamma(t)$): The Markovian modeling of the output of the nonlinearity block as discussed above allows us to break the feedback loop in Figure 2.2 (see also [33]). The rest
of the system can then be modeled by treating it as a linear system with impulse response \( \Gamma(t) \). \( \Gamma(t) \) is the error between the cantilever tip deflection and the tip deflection as estimated by the observer when the cantilever tip is subjected to an impulsive force. It can be found in closed form for a given set of parameters of cantilever-observer system (see (2.3)).

**Channel Noise** \((n(t))\): The measurement noise (from the imprecision in measuring the cantilever position) and thermal noise (from modeling mismatches) can be modeled by a single zero mean white Gaussian noise process \((n(t))\) with power spectral density equal to \( V \).

The continuous time innovation output \( e(t) \) becomes,

\[
e(t) = s(t, \tilde{\nu}(\tilde{a})) + n(t),
\]

where \( s(t, \tilde{\nu}(\tilde{a})) = \sum_{k=0}^{N_q-1} \nu_k(\tilde{a})\Gamma(t-kT_c) \) and \( \tilde{\nu}(\tilde{a}) = (\nu_0(\tilde{a}), \nu_1(\tilde{a}), \ldots, \nu_{N_q-1}(\tilde{a})) \). The sequence of impact values \( \tilde{\nu} \) is assumed to follow a Markovian model as explained above, \( \Gamma(t) \) is the channel impulse response and \( n(t) \) is a zero mean white Gaussian noise process.

### 2.3.3 Sufficient Statistics for Channel model

Before providing sufficient statistics we consolidate the notation used. The source stream is \( N \) elements long (\( \tilde{a} \) denotes the sequence of source bits), with the topographic profile and the scan speed is chosen such that the cantilever impacts any topographic profile \( q \) times. Thus there are \( N_q \) possible hits with \( \tilde{\nu}(\tilde{a}) \) denoting the sequence of strength of the \( N_q \) impulsive hits on the cantilever. Furthermore, the set of strengths of impulsive force inputs, which is \( q \) elements long, during the \( i^{th} \) topographic profile encoding the \( i^{th} \) source symbol is denoted...
by \( \tilde{\nu} \). Given the probabilistic model on \( \tilde{\nu} \) and finite bit sequence \((\tilde{a})\), an information lossless decomposition of \( e(t) \) by expansion over an orthonormal finite-dimensional basis with dimension \( \tilde{N} \) can be achieved where \( \tilde{N} \) orthonormal basis functions span the signal space formed by \( s(t, \tilde{\nu}(\tilde{a})) \). The components of \( e(t) \) over \( \tilde{N} \) orthonormal basis functions are given by,

\[
\tilde{e} = \tilde{s}(\tilde{\nu}(\tilde{a})) + \tilde{n},
\]

where \( \tilde{\nu} = (\nu_0, \nu_1 \ldots \nu_{\tilde{N}-1}) \), \( \tilde{s}(\tilde{\nu}(\tilde{a})) = (s_0, s_1 \ldots s_{\tilde{N}}) \), \( \tilde{n} = (n_0, n_1 \ldots n_{\tilde{N}}) \) and \( \tilde{n} \sim N(0, VI_{\tilde{N} \times \tilde{N}}) \) where \( I_{\tilde{N} \times \tilde{N}} \) stands for \( \tilde{N} \times \tilde{N} \) identity matrix [20]. The maximum likelihood estimate of the bit sequence can be found as,

\[
\hat{\tilde{a}} = \arg \max_{\tilde{a} \in \{0,1\}^N} f(\tilde{e}|\tilde{a})
\]

where \( \hat{\tilde{a}} = (\hat{a}_0, \hat{a}_1 \ldots \hat{a}_{N-1}) \) is the estimated bit sequence and \( f \) denotes a pdf. The term \( f(\tilde{e}|\tilde{a}) \) can be further simplified as,

\[
f(\tilde{e}|\tilde{a}) = \int_{\tilde{\nu}} f(\tilde{e}|\tilde{a}, \tilde{\nu})f(\tilde{\nu}|\tilde{a})d\tilde{\nu}
\]

\[
= \int_{\tilde{\nu}} \exp \left( -\frac{||\tilde{e} - \tilde{s}(\tilde{\nu}(\tilde{a}))||^2}{2V} \right) f(\tilde{\nu}|\tilde{a})d\tilde{\nu}
\]

\[
= \exp \left( -\frac{||\tilde{e}||^2}{2V} \right) \int_{\tilde{\nu}} \exp \left( -\frac{||\tilde{s}(\tilde{\nu}(\tilde{a}))||^2 - 2\tilde{e}^T \tilde{s}(\tilde{\nu}(\tilde{a}))}{2V} \right) f(\tilde{\nu}|\tilde{a})d\tilde{\nu}
\]

where \(|.|^2\) denotes Euclidean norm, \( f(\tilde{e}|\tilde{a}, \tilde{\nu}) \) and \( f(\tilde{\nu}|\tilde{a}) \) denote the respective conditional pdf’s and \( \tilde{\nu} = (\nu_0, \nu_1 \ldots \nu_{Nq-1}) \). The correlation between \( \tilde{e} \) and \( \tilde{s}(\tilde{\nu}(\tilde{a})) \) can be equivalently expressed as an integral over time because of the orthogonal decomposition procedure, i.e.,

\[
\tilde{e}^T \tilde{s}(\tilde{\nu}(\tilde{a})) = \int_{-\infty}^{\infty} e(t)s(t, \tilde{\nu}(\tilde{a}))dt
\]

\[
= \sum_{k=0}^{Nq-1} \nu_k \int_{-\infty}^{\infty} e(t) \Gamma(t - kT_c)dt
\]

\[
= \sum_{k=0}^{Nq-1} \nu_k z_k' = \tilde{\nu}^T \tilde{z}'.
\]

where \( \tilde{\nu} = (\nu_0, \nu_1 \ldots \nu_{Nq-1}) \), \( \tilde{z}' = (z_0', z_1' \ldots z_{Nq-1}') \) and \( z_k' = \int_{-\infty}^{\infty} e(t) \Gamma(t - kT_c)dt \) for \( 0 \leq k \leq Nq - 1 \) is the output of a matched filter \( \Gamma(-t) \) with input \( e(t) \) sampled at \( t = kT_c \).
The term \( f(\bar{e}|\bar{a}) \) can now be written as,

\[
f(\bar{e}|\bar{a}) = \frac{1}{(2\pi V)^{\frac{N}{2}}} \exp\left(-\frac{|\bar{e}|^2}{2V}\right) \times \int_{\nu} \exp\left(-\frac{|\bar{s}(\nu(\bar{a}))|^2}{2V} - 2\bar{e}^T \bar{s}(\nu(\bar{a}))\right) f(\nu|\bar{a}) d\nu
\]

So \( f(\bar{e}|\bar{a}) \) can be factorized into \( h(\bar{e}) \) (dependent only on \( \bar{e} \)) and \( \mathfrak{F}(\bar{z}'|\bar{a}) \) (for a given \( \bar{a} \) dependent only on \( \bar{z}' \)). Using the Fisher-Neyman factorization theorem \([12]\), we can claim that \( \bar{z}' \) is a vector of sufficient statistics for the detection process i.e.

\[
\frac{f(\bar{e}|\bar{a})}{f(\bar{z}'|\bar{a})} = C,
\]

where \( C \) is a constant independent of \( \bar{a} \). So we can reformulate the detection problem as,

\[
\hat{\bar{a}} = \text{arg max}_{\bar{a} \in \{0,1\}^N} f(\bar{z}'|\bar{a})
\]

which means that bit detection problem depends only on the matched filter outputs (\( \bar{z}' \)). These matched filter outputs for \( 0 \leq k \leq Nq - 1 \) can be further simplified as,

\[
z_k' = \sum_{k_1=0}^{Nq-1} \nu_{k_1}(\bar{a}) h'_{k-k_1} + n'_k,
\]

where \( h'_{k-k_1} = \int_{-\infty}^{\infty} \Gamma(t - kT_c)\Gamma(t - k_1T_c) dt \) and \( n'_k = \int_{-\infty}^{\infty} n(t)\Gamma(t - kT_c) dt \). \( E(n'_k n'_{k'}) \) is,

\[
E(n'_k n'_{k'}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E(n(t)n(\tau))\Gamma(t - kT_c)\Gamma(\tau - k'T_c) dtd\tau
\]

\[
= VR_{k-k'},
\]

where \( R_{k-k'} = \int_{-\infty}^{\infty} \Gamma(t - kT_c)\Gamma(t - k'T_c) dt \). A whitening matched filter can be determined to whiten output noise \( n'_k \) \([20]\). We shall denote the discretized output of whitened matched filter shown in Figure 3.1 as \( z_k \),

\[
z_k = \sum_{k_1=0}^{I} \nu_{k-k_1}(\bar{a}) h_{k_1} + n_k,
\]

where the filter \( \{h_k\}_{k=0,1,...,I} \) denotes the effect of the whitened matched filter and the sequence \( \{n_k\} \) represents the Gaussian noise with variance \( V \).
2.3.4 Viterbi Detector Design

Note that the outputs of the whitened matched filter $\bar{z}$, continue to remain sufficient statistics for the detection problem. Therefore, we can reformulate the detection strategy as,

$$
\hat{a} = \arg \max_{\bar{a} \in \{0, 1\}^N} f(\bar{z}|\bar{a})
= \arg \max_{\bar{a} \in \{0, 1\}^N} \Pi_{i=0}^{N-1} f(\bar{z}_i|\bar{a}, \bar{z}_{i-1}^{i-1})
$$

(2.5)

where $\bar{z} = [z_0 \ z_1 \ldots z_{Nq-1}]^T$, $\bar{z}_i$ is the received output vector corresponding to the $i^{th}$ input bit, i.e., $\bar{z}_i = [z_{iq} \ z_{iq+1} \ldots z_{(i+1)q-1}]^T$ and $\bar{z}_i^{i-1} = [\bar{z}_i^T \bar{z}_{i-1}^T \bar{z}_{i-2}^T]^T$. In our model, the channel is characterized by finite impulse response of length $I$ i.e. $h_i = 0$ for $i < 0$ and $i > I$ and we assume that $I \leq m_Iq$ i.e. the inter-symbol-interference (ISI) length in terms of $q$ hits is equal to $m_I$. Let $m$ be the system memory (see (3.1)). The length of channel response is known which means that $m_I$ is known but the value of $m$ cannot be found because it depends on the experimental parameters of the system. In the experimental results section, we describe how we find the value of $m$ from experimental data. The received output vector $\bar{z}_i$ can now be written as,

$$
\bar{z}_i = \begin{pmatrix}
    h_I & \ldots & h_0 & 0 & \ldots & 0 \\
    0 & h_I & \ldots & h_0 & 0 & \ldots \\
    \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
    0 & \ldots & 0 & h_I & \ldots & h_0
\end{pmatrix}
\begin{pmatrix}
    \nu_{iq-I} \\
    \nu_{1+iq-I} \\
    \nu_{2+iq-I} \\
    \vdots \\
    \nu_{(i+1)q-I}
\end{pmatrix} + \bar{n}_i
$$

$$
= H\nu_{i-m_I}^i + \bar{n}_i,
$$
Our next task is to simplify the factorization in (2.5) so that decoding can be made tractable. We construct the dependency graph of the concerned quantities which is shown in Figure 2.5. Using the Bayes ball algorithm [39], we conclude that

\[ f(\tilde{\nu}_i | \bar{\nu}_i, \bar{\nu}_i - m_I, \bar{a}, \bar{z}_i - 1) = f(\tilde{\nu}_i | \bar{\nu}_i - m_I), \]  
\[ f(\tilde{\nu}_i | \bar{a}, \bar{z}_i^{i-1}) = f(\tilde{\nu}_i | a_0^{i-1}, z_0^{i-1}), \]  
\[ f(\tilde{\nu}_i | \bar{a}, \bar{z}_i^{i-1}) = f(\tilde{\nu}_i | a_0^{i-1}, z_0^{i-1}), \]  
\[ f(\tilde{\nu}_i | \bar{a}, \bar{z}_i^{i-1}) = f(\tilde{\nu}_i | a_0^{i-1}, z_0^{i-1}), \]  
\[ f(\tilde{\nu}_i | \bar{a}, \bar{z}_i^{i-1}) = f(\tilde{\nu}_i | a_0^{i-1}, z_0^{i-1}), \]  

where \( a_0^{i-1} = [a_0 \ a_1 \ ... \ a_{i-1}] \). Although the conditional pdf \( f(\tilde{\nu}_i | \bar{a}, \bar{z}_i^{i-1}) \) and \( f(\tilde{\nu}_i | \bar{a}, \bar{z}_i^{i-1}) \) depend on the entire past, we assume that these dependencies are rapidly decreasing with increase in past time. This is observed in simulation and experimental data as well. For making the detection process more tractable, we make the following assumptions
on this dependence,

\[ f(\tilde{v}_{i-m_j}|a_{0}^{i-1},z_{0}^{i-1}) \approx f(\tilde{v}_{i-m_j}|a_{i-m_{m-m_j}}^{i-1},z_{i-m_j}^{i-1}) \quad (2.10) \]
\[ f(\tilde{v}_{i-k}|\tilde{v}_{i-m_j}^{i-k-1},a_{0}^{i-m_{m-k}},a_{i-m_{m-k}}^{i-1},z_{i}^{i-1}) \]
\[ \approx f(\tilde{v}_{i-k}|\tilde{v}_{i-m_j}^{i-k-1},a_{i-m_{m-k}}^{i-1},z_{i-k}^{i-1}) \forall 1 \leq k \leq m_f - 1 \quad (2.11) \]

i.e. the dependence is restricted to only the immediate neighbors in the dependency graph. Using the above assumptions and dependency graph results, \( f(z_i|\bar{a},z_{0}^{i-1}) \) can be further simplified as [57, 56],

\[
\begin{align*}
\mathbb{P}(z_i|\bar{a},z_{0}^{i-1}) &= \int f(\tilde{z}_i|\tilde{v}_{i-m_j}^{i},\bar{a},z_{0}^{i-1}) f(\tilde{v}_{i-m_j}^{i}|\bar{a},z_{0}^{i-1}) d\tilde{v}_{i-m_j}^{i} \\
&= \int f(\tilde{z}_i|\tilde{v}_{i-m_j}^{i}) f(\tilde{v}_{i-m_j}^{i}|\bar{a},z_{0}^{i-1}) \\
&\quad \cdot \Pi_{k=1}^{m_{f}-1} f(\tilde{v}_{i-k}|\tilde{v}_{i-m_j}^{i-k-1},\bar{a},z_{0}^{i-1}) f(\tilde{v}_{i-k}|\tilde{v}_{i-m_j}^{i-k-1},\bar{a},z_{0}^{i-1}) d\tilde{v}_{i-m_j}^{i} \\
&= \int f(\tilde{z}_i|\tilde{v}_{i-m_j}^{i}) f(\tilde{v}_{i-m_j}^{i}|a_{0}^{i-m_{m_{m-j}}},z_{i-m_{j}}^{i-1}) \\
&\quad \cdot \Pi_{k=1}^{m_{f}-1} f(\tilde{v}_{i-k}|\tilde{v}_{i-m_j}^{i-k-1},a_{0}^{i-m_{m-k}},a_{i-m_{m-k}}^{i-1},z_{i}^{i-1}) \\
&\quad \cdot f(\tilde{v}_{i}|a_{i-m_{j}}^{i}) d\tilde{v}_{i-m_j}^{i} (\text{Using (2.6),(2.7),(2.8),(2.9)}) \\
&= \int f(\tilde{z}_i|\tilde{v}_{i-m_j}^{i}) \mathbb{P}(z_{i-m_j}^{i-1}|\tilde{v}_{i-m_j}^{i}) f(\tilde{v}_{i-m_j}^{i}|a_{i-m_{m-j}}^{i-1},z_{i-m_{j}}^{i-1}) \\
&\quad \cdot \Pi_{k=1}^{m_{f}-1} f(\tilde{v}_{i-k}|\tilde{v}_{i-m_j}^{i-k-1},a_{i-m_{m-k}}^{i-1},z_{i}^{i-1}) \\
&\quad \cdot f(\tilde{v}_{i}|a_{i-m_{j}}^{i}) d\tilde{v}_{i-m_j}^{i} (\text{Using (2.10),(2.11)}) \\
&= \int f(\tilde{z}_i|\tilde{v}_{i-m_j}^{i},a_{i-m_{m-j}}^{i-1},z_{i-m_{j}}^{i-1}) f(\tilde{v}_{i-m_j}^{i}|a_{i-m_{m-j}}^{i-1},z_{i-m_{j}}^{i-1}) d\tilde{v}_{i-m_j}^{i} \\
&= f(\tilde{z}_i|a_{i-m_{m-j}}^{i-1},z_{i-m_{j}}^{i-1}).
\end{align*}
\]

By defining a state \( S_i = a_{i-m_{m-j}+1}^{i-m_{m-j}} \), this can be further expressed as \( f(\tilde{z}_i|S_i, S_{i-1}, z_{i-m_{j}}^{i-1}) \).

Again using Bayes ball algorithm, we conclude that

\[
\begin{align*}
\mathbb{P}^{2m_{f}}_{k=1} f(\tilde{v}_{i-2m_{j}+k}|\tilde{v}_{i-2m_{j}}^{i-2m_{j}+k-1},a_{i-m_{m-j}}^{i-1}) &= \mathbb{P}^{m_{f}}_{k=1} f(\tilde{v}_{i-2m_{j}+k}|\tilde{v}_{i-2m_{j}}^{i-2m_{j}+k-1},a_{i-m_{m-j}}^{i-1}) \\
&\quad \cdot \Pi_{k=1}^{2m_{f}-1} f(\tilde{v}_{i-2m_{j}+k}|\tilde{v}_{i-2m_{j}}^{i-2m_{j}+k},a_{i-m_{m-j}+k}^{i-1}), \quad (2.13) \\
\mathbb{P}(\tilde{v}_{i}|\tilde{v}_{i-2m_{j}}^{i-2m_{j}+1},a_{i-m_{m-j}}^{i-1}) &= \mathbb{P}(\tilde{v}_{i}|a_{i-m_{j}}^{i-1}), \quad (2.14)
\end{align*}
\]
The pdf of $\tilde{z}_{i-m_j} = [z_{i-m_j}^T \ldots z_i^T]^T$ given current state $S_i$ and previous state $S_{i-1}$ is given by,

$$f(\tilde{z}_{i-m_j}|S_i, S_{i-1}) = f(\tilde{z}_{i-m_j}|a_i^{i-m_j})$$

$$= \int f(\tilde{z}_{i-m_j}^i | \nu_{i-2m_j}^i, a_{i-m-m_j}^i) f(\nu_{i-2m_j}^i | a_{i-m-m_j}^i) d\nu_{i-2m_j}^i$$

$$= \int f(\tilde{z}_{i-m_j}^i | \nu_{i-2m_j}^i, a_{i-m-m_j}^i) f(\nu_{i-2m_j}^i | a_{i-m-m_j}^i)$$

$$\cdot \Pi_{k=1}^{2m_i-1} f(\nu_{i-2m_j+k}^i | \nu_{i-2m_j+k}^i, a_{i-m-m_j}^i)$$

$$\cdot f(\nu_i | a_{i-m}^i) (Using \ (2.12),(2.13),(2.14))$$

where the last step is obtained using results from dependency graph and all the terms in the last step except $f(\nu_{i-2m_j} | a_{i-m-m_j}^i)$ and $\Pi_{k=1}^{m_j-1} f(\nu_{i-2m_j+k} | \nu_{i-2m_j+k}^i, a_{i-m-m_j}^i)$ are Gaussian distributed. This implies that the pdf of $\tilde{z}_{i-m_j}^i$ given $(S_i, S_{i-1})$ is not exactly Gaussian distributed. If the number of states in the detector is increased it can be modeled as a Gaussian which means that the term like $f(\nu_{i-2m_j} | a_{i-m-m_j}^i)$ can be made Gaussian distributed by increasing the number of states, but this increases the complexity. In order to keep the decoding tractable we make the assumption that $f(\tilde{z}_{i-m_j}^i | S_i, S_{i-1})$ is Gaussian i.e. $f(\tilde{z}_{i-m_j}^i | S_i, S_{i-1}) \sim N(\hat{\nabla}(S_i, S_{i-1}), C(S_i, S_{i-1}))$, where $\hat{\nabla}(S_i, S_{i-1})$ is the mean and $C(S_i, S_{i-1})$ is the covariance. With our state definition, we can reformulate the detection problem as a maximum likelihood state sequence detection problem [10],

$$\hat{S} = \arg\max_{\forall S} f(\tilde{z}|\tilde{S})$$

$$= \arg\max_{\forall S} \Pi_{i=0}^{N-1} f(\tilde{z}_i|\tilde{S}_0 \ldots \tilde{z}_{i-1})$$
\[
\begin{align*}
\hat{\bar{S}} &= \arg \max_{\bar{S}} \Pi_{i=0}^{N-1} f(\bar{z}_i|S_i, S_{i-1}, \bar{z}_{i-m_I}) \\
\hat{\bar{S}} &= \arg \max_{\bar{S}} \Pi_{i=0}^{N-1} \frac{f(\bar{z}_{i-m_I}|S_i, S_{i-1})}{f(\bar{z}_{i-1}|S_i, S_{i-1})} \\
\hat{\bar{S}} &= \arg \min_{\bar{S}} \sum_{i=0}^{N-1} \log \left| C(S_i, S_{i-1}) \right| + (\bar{z}_{i-m_I} - \bar{Y}(S_i, S_{i-1}))^T \\
&\quad \cdot C(S_i, S_{i-1})^{-1}(\bar{z}_{i-m_I} - \bar{Y}(S_i, S_{i-1})) - (\bar{z}_{i-1}^I - \bar{Y}(S_i, S_{i-1})) \\
&\quad - \bar{Y}(S_i, S_{i-1}))^T c(S_i, S_{i-1})^{-1}(\bar{z}_{i-m_I} - \bar{Y}(S_i, S_{i-1}))
\end{align*}
\]

where \( \hat{\bar{S}} \) is estimated state sequence, \( c(S_i, S_{i-1}) \) is the upper \( m_{fq} \times m_{fq} \) principal minor of \( C(S_i, S_{i-1}) \) and \( \bar{Y}(S_i, S_{i-1}) \) collects the first \( m_{fq} \) elements of \( \bar{Y}(S_i, S_{i-1}) \). It is assumed that the first state is known. With metric given above, Viterbi decoding can be applied to get the maximum likelihood state sequence and the corresponding bit sequence.

### 2.3.5 LMP, GLRT and Bayes Detector

In [33], the hit detection algorithm is proposed which ignores the modeling of channel memory and works well only when the hits are sufficiently apart. In [49], various detectors for hit detection like locally most powerful (LMP), generalized likelihood ratio test (GLRT) and Bayes detector are presented. These detectors also ignore the system memory and perform detection of single hits. Subsequently a majority type rule is used for bit detection. The continuous time innovation \( \epsilon(t) \) is sampled at very high sampling rate \( 1/T_s \) such that \( T_s << T_c \). As the channel response \( \Gamma(t) \) is finite length, the sampled channel response is assumed to have the finite length equal to \( M \). The sampled channel response is given by,

\[
\Gamma_0 = [\Gamma(t)|_{t=0} \Gamma(t)|_{t=T_s} \cdots \Gamma(t)|_{t=(M-1)T_s}]^T
\]

Determining when the cantilever is “hitting” the media and when it is not, is formulated as a binary hypothesis testing problem with the following hypotheses,

\[
\begin{align*}
H_0 : \bar{\epsilon} &= \bar{n}, \\
H_1 : \bar{\epsilon} &= \Gamma_0 \nu + \bar{n}
\end{align*}
\]
where the sampled innovation vector \( \bar{e} = [e_1 \ e_2 \ldots e_M]^T \), \( \bar{n} = [n_1 \ n_2 \ldots n_M]^T \), \( \Gamma_0 \) is the sampled channel response, \( \nu \) signifies the value of the impact on media and \( VI_{M \times M} \) denotes the covariance matrix of \( \bar{n} \) where \( I_{M \times M} \) stands for \( M \times M \) identity matrix. In case of locally most powerful (LMP) test given in [26], the likelihood ratio is given by [49],

\[
l_{\text{imp}}(M) = \frac{\partial}{\partial \nu} \left( \log \frac{f(\bar{e}|H_1)}{f(\bar{e}|H_0)} \right)_{\nu=0} = \bar{e}^T V^{-1} \Gamma_0.
\]

where \( l_{\text{imp}} \) denotes likelihood ratio for LMP. In our model, there are \( q \) number of hits in one bit duration. Let \( l_{k,\text{imp}} \) be the likelihood ratio corresponding to \( k^{th} \) hit. The decision rule for the detection of one bit in this case is defined as,

\[
\text{Max} \left( l_{1,\text{imp}}(M), l_{2,\text{imp}}(M), \ldots, l_{q,\text{imp}}(M) \right) \leq_0 \tau_1 \quad (2.15)
\]

where \( \tau_1 \) is LMP threshold. The likelihood ratio in the case of GLRT is [49],

\[
l_{\text{glrt}}(M) = \log \frac{f(\bar{e}|H_1, \nu = \tilde{\nu})}{f(\bar{e}|H_0)} = l_{\text{imp}}^2,
\]

where \( \tilde{\nu} \) is maximum likelihood (ML) estimate of \( \nu \) i.e. \( \tilde{\nu} = \arg \max_\nu f(\bar{e}|H_1) \), \( l_{\text{imp}} \) and \( l_{\text{glrt}} \) are likelihood ratios for LMP and GLRT case respectively. The decision rule for the bit detection in this case is defined in a similar manner given in (2.15).

Simulations from a Simulink model of the system can be run for a large number of hits in order to gather statistics on the discretized output of nonlinearity block which models the tip-media force. We modeled the statistics for \( \nu \) by a Gaussian pdf with the appropriate mean and variance. With known mean and variance of \( \nu \) the likelihood ratio for Bayes test is [49],

\[
l_{\text{bayes}}(M) = \log \frac{f(\bar{e}|H_1)}{f(\bar{e}|H_0)} = \bar{e}^T V^{-1} \mu' + \frac{1}{2} \bar{e}^T V' \bar{e} - \bar{e}^T V' \mu',
\]

where \( \mu' = \Gamma_0 \alpha \) and \( V' = \frac{\Gamma_0 \Gamma_0^T}{\alpha^2 + \Gamma_0 V_0 \Gamma_0^T} \) and \( \nu \sim N(\alpha, \lambda^2) \). The decision rule in this case is also defined in a similar manner given in (2.15). Note that \( \nu \) is a measure of the tip-medium interaction force and as such it is difficult to experimentally verify the value of this force accurately which means the Bayes test cannot be applied for the bit detection on actual experimental data.
2.4 Simulation Results

We performed simulations with the following parameters. The first resonant frequency of the cantilever $f_0 = 63.15$ KHz, quality factor $Q = 206$, the value of forcing amplitude equal to 24 nm, tip-media separation is 28 nm, the number of hits in high bit duration is equal to 13 i.e. $q = 13$, discretized thermal and measurement noise variance are 0.1 and 0.001 respectively. A Kalman observer was designed and the length of the channel impulse response ($I$) was approximately 24 which means that $m_I$ is equal to 2. We set the value of the system memory, $m = 1$. Using a higher value of $m$ results in a more complex detector. We used a topographic profile where high and low regions denote bits ‘1’ and ‘0’ respectively and the bit sequence is generated randomly. The simulation was performed with the above parameters using the Simulink model that mimics the experimental station that provides a qualitative as well as a quantitative match to the experimental data. Tip-media interaction was varied by changing the height of media corresponding to bit ‘1’. We define the system SNR as the
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Figure 2.6  Comparison of various detectors for simulation data. The Bayes curve is not visible in the graph as it coincides with the LMP curve.
nominal tip-media interaction (nm) divided by total noise variance.

In Figure 2.6, we compare the results of four different detectors. The LMP, GLRT and Bayes detector perform hit detection, as against bit detection. In these detectors, the system memory is not taken into account. It is clear that the minimum probability of error for all detectors decreases as the tip-media interaction increases which makes SNR higher. The intuition behind this result is that hits become harder on media if tip-media interaction is increased which makes detection easier. The Viterbi detector gives best performance among all detectors because it incorporates the Markovian property of $\nu$ in the metric used for detection. At an SNR of 10.4 dB the Viterbi detector has a BER of $3 \times 10^{-6}$ as against the LMP detector that has $7 \times 10^{-3}$.

2.5 Experimental Results

In experiments, a cantilever with resonant frequency $f_0 = 71.78$ KHz and quality factor $Q = 67.55$ is oscillated near its resonant frequency. A freshly cleaved mica sheet is placed on
top of a high bandwidth piezo. This piezo can position the media (mica sheet) in z-direction with respect to cantilever tip. A random sequence of bits is generated through an FPGA board and applied to the z-piezo. High level is equivalent to 1 V and represents bit ‘1’ and low level is 0 V and represents bit ‘0’ thus creating a pseudo media profile of 6 nm height. The bit width can be changed using FPGA controller from 60 – 350 µs. The tip is engaged with the media at a single point and its instantaneous amplitude in response to its interaction with z piezo is monitored. The controller gain is kept sufficiently low such that the operation is effectively in open loop. The gain is sufficient to cancel piezo drift and maintain a certain level of tip-media interaction. An observer is implemented in another FPGA board which is based on the cantilever’s free air model and takes dither and deflection signals as its input and provides innovation signal at the output. The innovation signal is used to detect bits by comparing various bit detection algorithms. The experiments were performed on Multimode AFM, from Veeco Instruments. Considering a bit width of 40 nm and scan time of 60 µs gives a tip velocity equal to $2/3 \times 10^{-3}$ m/sec. The total scan size of the media is 100 micron which means the cantilever will take 0.15 seconds to complete one full scan. Read scan speed for this operation is 6.66 Hz. The read scan speed for different bit widths can be found in a similar manner.

The cantilever model is identified using the frequency sweep method wherein excitation frequency $\omega$ of $g(t) = A_0 \sin \omega t$ of dither piezo is varied from 0 – 100 KHz and $p(t)$ is recorded. Magnitude and phase information about $G(i\omega)$ is obtained by evaluating the ratios between steady state amplitude and phase of output vs input excitation respectively. A second order transfer function is obtained that best fits the experimentally identified magnitude and phase responses of the cantilever. $A$, $B$ and $C$ matrices are obtained from the state space realization of the identified second order transfer function. $F$, $G$ and $H$ can be further found using the zero order hold discretization at a desired sampling frequency. The discretized state space of the cantilever model is used to find the discretized channel impulse response $\Gamma_{k;\theta}$ (see (2.3)).

For 300 µs bit width, there are around 21 hits in high bit duration and Viterbi decoding is applied on the innovation signal obtained from experiment. For experimental model, $I$ is
approximately 24 which means \( m_I \) is equal to 2. It is hard to estimate the system memory (\( m \)) from experimental parameters. Fortunately, there is a way around for this. As shown in the derivation of the detector, by making appropriate approximations, the final detector only requires the mean and the covariance of each branch in the trellis. These can be found by using training data and assuming various values of \( m \). We have varied \( m \) from 0 to 2 and found the corresponding BER using these values of \( m \). The total number of states in the Viterbi detector is \( 2^{m+m_I} \). We have observed that for \( m > 1 \), the improvement in BER is quite marginal as compared to the increased complexity of Viterbi decoding. Accordingly we are using \( m = 1 \) for which the BER from Viterbi decoding is equal to \( 1 \times 10^{-5} \) whereas the BER from LMP test is 0.26. The BER in the case of Viterbi decoding is significantly smaller when compared to the BER for usual thresholding detectors. If the bit width is decreased to 60 \( \mu s \) which means there are around 4 hits in the high bit duration, the BER for Viterbi decoding is \( 7.56 \times 10^{-2} \) whereas the BER for LMP is 0.49 which means that LMP is doing almost no bit detection. As the bit width is decreased, there is more ISI between adjacent bits which increases the BER. The BER for different bit widths from all the detectors is shown in Figure 2.8. It can be clearly seen that Viterbi decoding gives remarkable results on experimental data as compared to the LMP detector. The Viterbi detector exploits the cantilever dynamics by modeling the mean and covariance matrix for different state transitions. We have plotted the mean vectors for 2 state transitions with 300 \( \mu s \) bit width in Figure 2.7. There are around 21 hits in one bit duration. The Viterbi decoding contains 8 states and 16 possible state transitions. In Figure 2.7, there is a clear distinction in mean vectors for different transitions which makes the Viterbi detector quite robust. Thresholding detectors like LMP and GLRT perform very badly on experimental data. For a bit sequence like ‘000011111’, the cantilever gets enough time to go into steady state in the beginning and hits quite hard on media when bit ‘1’ appears after a long sequence of ‘0’ bits. The likelihood ratio for LMP and GLRT rises significantly for such high bits which can be easily detected through thresholding. However, a sequence of continuous ‘1’ bits keeps the cantilever in steady state with the cantilever hitting the media mildly which means the likelihood ratio remains small for these bits. Thus it is very likely that long sequence of ‘1’
Figure 2.8 BER for Viterbi, LMP and GLRT for different bit widths varying from 60 $\mu$s to 300 $\mu$s for experimental data. There is a very marginal difference between LMP and GLRT curve which is not visible in the graph but LMP does perform better than GLRT.

bits will not get detected by threshold detectors.

2.6 Conclusions

We presented the dynamic mode operation of a cantilever probe with a high quality factor and demonstrated its applicability to a high-density probe storage system. The system is modeled as a communication system by modeling the cantilever interaction with media. The bit detection problem is solved by posing it as a maximum likelihood sequence detection followed by Viterbi decoding. The main requirements for the proposed algorithm are (a) the availability of training sequences which can provide the statistics for different state transitions, (b) differences between the tip-media interaction magnitude between ‘0’ and ‘1’ bit and (c) an accurate characterization of the linear model of the cantilever in free air. Simulation and experimental results show that the Viterbi detector outperforms LMP, GLRT and Bayes detector and gives remarkably low BER. The work reported in this chapter demonstrates that competitive metrics
can be achieved and enables probe based high density data storage, where high quality factor probes can be used in the dynamic mode operation. Thus, it alleviates the issues of media and tip wear in probe based high density data storage.
CHAPTER 3. High-speed nano-imaging using dynamic mode AFM: A MAP detection approach

3.1 Introduction

The technologies of nano-interrogation and nano-imaging have resulted in major breakthroughs in various fields, including biology, chemistry, physics and medicine. The ability to see things at the level of a few nanometers is critical in many of these domains. This has been made possible through instruments such as atomic force microscopes (AFM), scanning tunneling microscopes (STM) etc. Current nanoimaging technology though useful, suffers from severe speed limitations. Current techniques essentially rule out imaging chemical and biological processes that evolve at time scales that are typically faster than the imaging speed, e.g. movement of kinesins along microtubules. Moreover, in many cases we are interested in fast imaging of samples that are of the order of a few square centimeters or even higher in some applications e.g., fault detection in semiconductor fabrication.

AFM plays a vital role to control, manipulate and interrogate matter at the atomic scale. For example, many applications of AFM cantilevers in biological sciences involve cutting DNA strands [48] and investigating the activity of RNA polymerase [47]. In nano-imaging, the samples, to be imaged, are mostly soft which leads to the use of dynamic mode AFM. In the dynamic mode operation, the cantilever is forced sinusoidally using a dither piezo. The oscillating cantilever gently taps the sample and thus the lateral forces are reduced which decreases the sample wear [44]. The amplitude of the cantilever oscillation changes due to tip-sample interaction. The amplitude of the first harmonic of the cantilever oscillation is obtained from the cantilever deflection signal in amplitude modulation method. This amplitude signal can be used to image samples and referred as amplitude imaging [45]. In [33], the cantilever-
observer architecture is introduced which removes the effect of dither and provides a better way to image samples. The innovation signal is obtained through the output of the cantilever-observer architecture. The root mean square of the innovation signal gives a fast way to image samples and referred as root mean square imaging [50]. But current imaging techniques are too slow to be useful in high fidelity imaging of chemical and biological processes that evolve at fast time scales.

In [56], we have considered the development of a high-density data storage device using dynamic mode AFM. Here, the information is encoded using nanoscale topographic profiles, e.g., ‘1’ - indentation and ‘0’ - no indentation. In order to enable high access speeds, one needs to be able to infer the underlying bit pattern at a fast rate. We have shown that under practically validated modeling assumptions, the entire system can be viewed as a communication system. Moreover, one can map the overall problem of detecting the presence/absence of the bits as one of Bayesian inference over factor graphs. The bit detection problem requires us to decide whether or not a single topographic feature exists on the sample. Furthermore, in the data storage application one can choose the topographic features and sample material. In contrast, high-fidelity imaging requires us to figure out the height and shape of the underlying sample to within 8-bit precision (for example). Moreover, an imaging technique should be general enough to operate under various sample types. Thus, the nano-imaging problem is significantly richer and more complicated.

In this chapter, we consider one-bit imaging, i.e., we wish to detect the presence/absence of a feature. This will be generalized to multi-bit imaging in future. In one-bit imaging technique, the raster scan is used for imaging which means that the image is subdivided into a sequence of horizontal scan lines and each scan line is imaged using the imaging scanner (AFM system scanner in our case). Each scan line consists of bit-pixels which can be either ‘0’ or ‘1’. This problem of imaging is analogous to the problem of detecting the presence/absence of the bits in probe based data storage system. It allows us to use the channel model developed in [56] for imaging purposes. But it is important to note that Viterbi detector developed in [56] cannot be used for imaging purpose. Viterbi detector assumes equiprobable
prior on the input bit sequence which is not true in imaging scenarios as the images will have non-equiprobable priors on input depending upon the features present in the image. Next, the imaging of chemical and biological processes, that evolve at fast time scales, drives the need for high scan rate imaging. But the feature detection at high scan rates becomes quite challenging as the tip-sample interaction duration for each feature decreases with a increase in the scan rate. Thus, the main challenge in nano-imaging is to develop an imaging technique which can incorporate the non-equiprobable priors in the detector while detecting features on the image and provide good resolution at very high scan speeds.

In this chapter, a one-bit imaging technique using dynamic mode operation with a high quality factor cantilever is presented. The cantilever-based nano-imaging system for the one-bit imaging is modeled as an appropriate communication channel model which incorporates the inherent system memory due to the inter-symbol interference and the cantilever state. We first develop the maximum a posteriori (MAP) symbol detector by adapting the BCJR algorithm [46] for our channel model. Next, we propose an improved MAP symbol detector that incorporates a learned prior from the previous scan line while detecting the features on the current scan line. Experimental results demonstrate that our proposed algorithm provides significantly better image resolution compared to current imaging techniques at high scanning speed.

3.2 Channel model and imaging algorithm

The cantilever based nano-imaging system can be modeled as a communication channel as shown in Figure 3.1 [56]. The components of this model are explained below in detail.

**Shaping Filter** \((b(t))\): The model takes as input the bit-pixel sequence \((a_0, a_1 \ldots a_{N-1})\) from the image sample where \(a_k, k = 1, \ldots, N - 1\) can be ‘0’ or ‘1’. In the nano-imaging context, ‘0’ refers to the topographic profile being low (absence of feature in the image) and ‘1’ refers to the topographic profile being high (presence of feature in the image). Each bit-pixel has a duration of \(T\) seconds. This duration can be found based on the length of the topographic feature present in image sample and the speed of the image scanner. The height of the high
bit-pixel is denoted by $A$. The cantilever interacts with the sample by gently tapping it when it is high. When the sample is low, typically no interaction takes place. We model the effect of the image sample height using a filter with impulse response $b(t)$ (shown in Figure 3.1) that takes as input, the input bit-pixel impulse train $a(t) = \sum_{k=0}^{N-1} a_k \delta(t - kT)$. The output of the filter is given by $\hat{a}(t) = \sum_{k=0}^{N-1} a_k b(t - kT)$ which is high/low when the corresponding bit is ‘1’/‘0’.

**Nonlinearity Block ($\phi$):** The nonlinearity block models the tip-sample interaction forces. The nonlinearity block output is modeled as a sequence of impulsive force inputs to the cantilever [56]. The cantilever oscillates at frequency $f_c$ which means that in each cantilever cycle of duration $T_c (= 1/f_c)$, the cantilever hits the sample at most once if the sample is high during a time $T_c$. In each high bit duration $T$, the cantilever hits the sample $q$ times (i.e. $T = qT_c$) with varying magnitudes. Therefore, for $N$ bits, the output of the nonlinearity block is given by, $\tilde{a}(t) = \sum_{k=0}^{Nq-1} \nu_k(\hat{a}) \delta(t - kT_c)$, where $\nu_k$ denotes the magnitude of the $k^{th}$ impact of the cantilever on the sample. The strength of the impulsive force inputs are dependent on previous impulsive hits; precisely because the previous interactions affect the amplitude of the oscillations that in turn affect how hard the hit is at a particular instant of time. A Markov model on the sequence of impact magnitudes for a single bit-pixel duration is given by [56],

$$\tilde{v}_k = \tilde{\mathbf{G}}(a_k, a_{k-1}, \ldots, a_{k-m}) + \tilde{b}_k$$  \hspace{1cm} (3.1)

where $\tilde{\mathbf{G}}(a_k, a_{k-1}, \ldots, a_{k-m})$ is a function of current and last $m$ bits, $m$ denotes the inherent memory of the system, $\tilde{v}_k = [\nu_{kq} \ \nu_{kq+1} \ldots \nu_{(k+1)q-1}]^T$ and $\tilde{b}_k$ is a zero mean i.i.d. Gaussian vector of length $q$.

**Channel Response ($\Gamma(t)$):** $\Gamma(t)$ is the impulse response of the cantilever-observer system described in [56]. The cantilever-observer system provides a better way of real-time imaging the samples with scan speed quite faster than conventional methods [50].

**Channel Noise ($n(t)$):** The measurement noise (from the imprecision in measuring the cantilever position) and thermal noise (from modeling mismatches) can be modeled by a single zero mean white Gaussian noise process ($n(t)$) with power spectral density equal to $V$. 
The continuous output $e(t)$ of the channel model named as innovation signal is,

$$
e(t) = \sum_{k=0}^{Nq-1} \nu_k(\bar{a}) \Gamma(t-kT_c) + n(t) = s(t, \varphi(\bar{a}))) + n(t),$$

where $s(t, \varphi(\bar{a}))) = \sum_{k=0}^{Nq-1} \nu_k(\bar{a}) \Gamma(t-kT_c)$ and $\varphi(\bar{a}))) = (\nu_0(\bar{a}), \nu_1(\bar{a}) \ldots \nu_{Nq-1}(\bar{a}))$. The sequence of impact values $\nu_k$ is assumed to follow a Markovian model as explained above, $\Gamma(t)$ is the channel impulse response and $n(t)$ is a zero mean white Gaussian noise process.

### 3.2.1 Discretized Channel Model

It can be shown that the output of whitened matched filter shown in Figure 3.1 provides the sufficient statistics for channel model [56]. We shall denote the discretized output of whitened matched filter as $z_k$, such that $z_k = \sum_{k_{1}=0}^{I} \nu_{k-k_{1}}(\bar{a})h_{k_{1}} + n_k$, where the filter $\{h_k\}_{k=0,1,\ldots,I}$ denotes the effect of the whitened matched filter and the sequence $\{n_k\}$ represents Gaussian noise with variance $V$ [56].

Let $\bar{z}_k$ be the received output vector corresponding to the $k^{th}$ input bit-pixel, i.e., $\bar{z}_k = [z_{kq} z_{kq+1} \ldots z_{(k+1)q-1}]^T$ and $\bar{z}_0^{-1} = [\bar{z}_0^T \bar{z}_1^T \ldots \bar{z}_{k-1}^T]^T$. In our model, the channel is characterized by a finite impulse response of length $I$ i.e. $h_k = 0$ for $k < 0$ and $k > I$. In this work we assume that $I \leq m_I$ i.e. the inter-symbol-interference (ISI) length in terms of $q$ hits is equal to $m_I$. Let $m$ be the inherent memory of the system (see (3.1)). The length of channel response $m_I$ is known and the value of $m$ can be found by the method described in [56]. The received output vector $\bar{z}_k$ can now be written as,

$$
\bar{z}_k = \begin{pmatrix}
h_I & \ldots & h_0 & 0 & \ldots & 0 \\
0 & h_I & \ldots & h_0 & 0 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & 0 & h_I & \ldots & h_0 \\
\end{pmatrix}
\begin{pmatrix}
\nu_{kq-I} \\
\nu_{kq-I+1} \\
\vdots \\
\nu_{(k+1)q-1} \\
\end{pmatrix} + \bar{n}_k
$$

where $\bar{\nu}_k = [\nu_{kq} \nu_{kq+1} \ldots \nu_{(k+1)q-1}]^T$, $\bar{\nu}_{k-m_I} = [\bar{\nu}_{(k-m_I)}^T \ldots \bar{\nu}_{k}^T]^T$, $\bar{n}_k = [n_{kq} n_{kq+1} \ldots n_{(k+1)q-1}]^T$. 


In [56], the dependency graph on the concerned quantities is constructed and \( f(\tilde{z}_k|\tilde{a}, \tilde{z}_0^{k-1}) \) is simplified as,
\[
f(\tilde{z}_k|\tilde{a}, \tilde{z}_0^{k-1}) = f(\tilde{z}_k|a^{k}_{k-m-m_I}, \tilde{z}_0^{k-1}).
\] (3.2)

where \( f() \) denotes the p.d.f, \( m \) is the inherent system memory and \( m_I \) is the inter-symbol-interference (ISI) length in terms of bits. By defining a state \( S_k = a^{k}_{k-m-m_I+1} \), this can be further expressed as \( f(\tilde{z}_k|S_k, S_{k-1}, \tilde{z}_0^{k-1}) \).

3.2.2 BCJR Algorithm

The a posteriori probability (APP) of a symbol, \( a_k \) is defined as, \( APP(a_k) = f(a_k|\tilde{z}) \). In MAP symbol detection, the symbol \( a_k \) is found which maximizes the \( APP(a_k) \). We now derive MAP symbol detector for our channel model. The symbols \( \zeta', \zeta \) and \( \zeta'' \) denote the past, current and future states respectively where the state at \( k^{th} \) time instant is defined as \( S_k = a^{k}_{k-m-m_I+1} \). In BCJR algorithm, \( f(a_k, \tilde{z}) \) is computed instead of \( f(a_k|\tilde{z}) \),
\[
f(a_k, \tilde{z}) = \sum_{\zeta'} f(S_{k-1} = \zeta', a_k, \tilde{z}) \\
= \sum_{\zeta'} f(S_{k-1} = \zeta', S_k = \zeta, \tilde{z}) \\
= \sum_{\zeta'} f(S_{k-1} = \zeta', \tilde{z}_0^{k-1}) f(S_k = \zeta, \tilde{z}_0^{N-1}|S_{k-1} = \zeta', \tilde{z}_0^{k-1})
\]
where $\alpha(\zeta^', k) = f(S_{k-1} = \zeta^', z_{k-1}^k) f(S_k = \zeta, \bar{z}_k|S_{k-1} = \zeta^', z_{k-1}^k)$

\[ = \sum_{\zeta^'} f(S_{k-1} = \zeta^', z_{0}^k) f(\bar{z}_k|S_k = \zeta, \bar{z}_k|S_{k-1} = \zeta^', z_{k-1}^k) \]

\[ \cdot f(z_{k+1}^{N-1}|S_k = \zeta, S_{k-1} = \zeta^', z_{k}^k) \]

\[ = \sum_{\zeta^'} f(S_{k-1} = \zeta^', z_{0}^k) f(\bar{z}_k|S_k = \zeta, S_{k-1} = \zeta^', z_{k-1}^k) \]

\[ \cdot f(S_k = \zeta|S_{k-1} = \zeta^', z_{k}^k) f(\bar{z}_{k+1}^{N-1}|S_k = \zeta, \bar{z}_{k-1}^k)(\text{Using (3.2)}) \]

\[ = \sum_{\zeta'} f(S_{k-1} = \zeta', z_{0}^k) f(\bar{z}_k|S_k = \zeta, S_{k-1} = \zeta', z_{k-1}^k) \]

\[ \cdot f(S_k = \zeta|S_{k-1} = \zeta', z_{k}^k) f(\bar{z}_{k+1}^{N-1}|S_k = \zeta, \bar{z}_{k-1}^k) \]

\[ = \sum_{\zeta'} f(S_{k-1} = \zeta', z_{0}^k) f(\bar{z}_k|S_k = \zeta, S_{k-1} = \zeta', z_{k-1}^k) \]

\[ \cdot P(a_k) f(\bar{z}_{k+1}^{N-1}|S_k = \zeta, \bar{z}_{k}^k) \]

\[ = \sum_{\zeta'} \alpha_{k-1}(\zeta') \gamma_k(\zeta', \zeta) \beta_k(\zeta) \]

where $\alpha_{k-1}(\zeta') = f(S_{k-1} = \zeta', z_{k-1}^k)$, $\gamma_k(\zeta', \zeta) = f(\bar{z}_k|S_k = \zeta, S_{k-1} = \zeta', z_{k-1}^k)$ $P(a_k)$ and $\beta_k(\zeta) = f(z_{k+1}^{N-1}|S_k = \zeta, z_{k}^k)$.

The recursion equations on $\alpha_k(\zeta)$ and $\beta_k(\zeta)$ can be derived as follows,

\[ \alpha_k(\zeta) = f(S_k = \zeta, z_{k}^k) \]

\[ = \sum_{\zeta'} f(S_{k-1} = \zeta', S_k = \zeta, z_{k}^k) \]

\[ = \sum_{\zeta'} f(S_{k-1} = \zeta', z_{k}^k) f(S_k = \zeta, \bar{z}_k|S_{k-1} = \zeta', z_{k-1}^k) \]

\[ = \sum_{\zeta'} f(S_{k-1} = \zeta', z_{k}^k) f(S_k = \zeta, \bar{z}_k|S_{k-1} = \zeta', z_{k-1}^k)(\text{Using (3.2)}) \]

\[ = \sum_{\zeta'} \alpha_{k-1}(\zeta') \gamma_k(\zeta', \zeta) \]
\begin{align*}
\beta_k(\zeta) &= f(\bar{z}_{k+1}^{N-1}|S_k = \zeta, \bar{z}_{k-m_1+1}^k) \\
&= \sum_{\zeta''} f(S_{k+1} = \zeta'', \bar{z}_{k+1}^{N-1}|S_k = \zeta, \bar{z}_{k-m_1+1}^k) \\
&= \sum_{\zeta''} f(\bar{z}_{k+2}^{N-1}|S_{k+1} = \zeta'', \bar{z}_{k-m_1+1}^{k+1}) f(S_{k+1} = \zeta'', \bar{z}_{k+1}|S_k = \zeta, \bar{z}_{k-m_1+1}^k) \\
&= \sum_{\zeta''} \beta_{k+1}(\zeta''). \gamma_{k+1}(\zeta, \zeta'') (\text{Using (3.2)})
\end{align*}

It should be noted that the pair \((S_{k-1} = \zeta', a_k)\) completely determines state \(S_k\). The variables \(\alpha_k(\zeta)\) and \(\beta_k(\zeta)\) has recursive structure,

\begin{align*}
\alpha_k(\zeta) &= \sum_{\zeta'} \alpha_{k-1}(\zeta') \cdot \gamma_k(\zeta', \zeta) \\
\beta_k(\zeta) &= \sum_{\zeta''} \beta_{k+1}(\zeta'') \cdot \gamma_{k+1}(\zeta, \zeta'')
\end{align*}

Typical Initialization for \(\alpha_k(\zeta)\) and \(\beta_k(\zeta)\) variables is,

\begin{align*}
\alpha_{-1}(\zeta) &= \begin{cases} 1, & \text{if } \zeta = 0 \\ 0, & \text{if } \zeta \neq 0 \end{cases} \\
\text{and } \beta_{N-1}(\zeta) &= \begin{cases} 1, & \text{if } \zeta = 0 \\ 0, & \text{if } \zeta \neq 0 \end{cases}
\end{align*}

In implementation, the forward and backward recursions are done in log domain. The recursion equations in log domain are as follows,

\begin{align*}
\log(\alpha_k(\zeta)) &= \log \sum_{\zeta'} e^{\log(\alpha_{k-1}(\zeta')) + \log(\gamma_k(\zeta', \zeta))} \\
\log(\beta_k(\zeta)) &= \log \sum_{\zeta''} e^{\log(\beta_{k+1}(\zeta'')) + \log(\gamma_{k+1}(\zeta, \zeta''))} \\
\log(\gamma_k(\zeta', \zeta)) &= \log(f(\bar{z}_k|S_{k-1} = \zeta', S_k = \zeta, \bar{z}_{k-m_1-1}^k)) + \log(P(a_k))
\end{align*}

In above equation, the term \(f(\bar{z}_k|S_{k-1} = \zeta', S_k = \zeta, \bar{z}_{k-m_1-1}^k)\) can be computed by making an assumption that \(f(\bar{z}_{k-m_1}^k|S_k, S_{k-1})\) is Gaussian distributed [56], i.e.,

\[ f(\bar{z}_{k-m_1}^k|S_k = \zeta, S_{k-1} = \zeta') \sim N(\bar{\gamma}(\zeta, \zeta'), C(\zeta, \zeta')). \]
where $\bar{Y}(\zeta, \zeta')$ is the mean vector and $C(\zeta, \zeta')$ is the covariance matrix. Now the term $\log(f(\bar{z}_k|S_{k-1} = \zeta', S_k = \zeta, z_{k-1}^{k-1}))$ can be computed as [59],

$$
\log(f(\bar{z}_k|S_k = \zeta, S_{k-1} = \zeta', z_{k-1}^{k-1})) = \log\left(\alpha_{k-1}(\zeta) + \log(\gamma_k(\zeta', \zeta)) + \log(\beta_k(\zeta))\right)
$$

The log-likelihood ratio can be computed using the above results,

$$
L(ak) = \log\frac{f(ak = 0|\bar{z})}{f(ak = 1|\bar{z})} = \log(f(ak = 0, \bar{z})) - \log(f(ak = 1, \bar{z}))
$$

The forward and backward recursions given above can be used to find $L(ak)$. The decision rule for finding the bit is given by, $L(ak) \geq 1\,|0\,|0$. It is important to note here that BCJR algorithm developed for our channel model is different from conventional BCJR algorithm. Unlike the conventional BCJR algorithm, the recursive variables $\beta_k(\zeta)$ and $\gamma_k(\zeta', \zeta)$ contain the pdf terms which are dependent on $z_0^k$ and $z_{k-1}^k$ respectively.

### 3.2.3 Imaging Algorithm

The raster scan is used for imaging which means that the image is subdivided into a sequence of horizontal scan lines. The features in the images are assumed to be spatially continuous which means that the image does not change much between two consecutive scan lines. This information can be incorporated in the BCJR algorithm to provide better imaging. The advantages of using BCJR algorithm are twofold; the first is that the log-likelihood ratios obtained from decoding one scan line can directly give probabilistic prior on each symbol in
Algorithm 1: BCJR Imaging Algorithm.

1. Decode the first scan line with the equiprobable prior on the input and obtain the probabilistic prior on input symbol for the first scan line.

2. Decode the second scan line using the probabilistic prior on input symbol from first scan line and again obtain the probabilistic prior on input symbol for the second scan line.

3. Decode the third scan line using the prior from second line and keep decoding the subsequent scan lines in a similar manner until the whole binary image is reconstructed.

The current state of art techniques include a) Amplitude imaging - this imaging is done through envelope of deflection signal [45] b) Root mean square imaging - the root mean square of the innovation signal is used for this imaging [50] and (c) LMP imaging - locally most powerful test is used on the innovation signal in this case to reconstruct the binary image [49].

3.3 Experimental Results

We performed experiments for one-bit imaging with a cantilever with resonant frequency $f_0 = 74.73$ KHz and quality factor $Q = 140.68$. A freshly cleaved mica sheet is used as an imaging sample. The experiments were performed on Multimode AFM, from Veeco Instruments. We have performed the imaging at different scan rate. One pixel in the image corresponds to high and low topographic profile. We considered the test pattern shown in Figure 3.2 (a), that is of dimension $2.7 \mu m \times 10 \mu m$. In first set of experiments, we took the scan rate such that each pixel remains high or low for 120 $\mu$sec which means cantilever will hit around 8 times if the topographic profile is high. Each line scan of size 20 $\mu m$ will get done in $\frac{1}{1.47 \times 10^{-3}} \times 8 \times 512 \times 2$ seconds. The scan rate in this case will be $20/8/512/2 \times 74.73 \times 10^3 = 182.44 \mu m/sec$. In Fig-
Figure 3.2 Comparison of imaging techniques at a scan rate of 182.44 µm/sec. (a) Reference test pattern, (b) Amplitude imaging (c) Root mean square imaging (d) LMP imaging (e) BCJR Imaging

In another set of experiments, we took the scan rate such that each pixel remains high or low for 80 µsec which means cantilever will hit around 5 times if the topographic profile is high. In this case, the scan rate is given by \( \frac{20/5/512}{2} \times 74.73 \times 10^3 = 291.91 \) µm/sec. The images at 291.91 µm/sec scan rate are shown in Figure 3.4. The zoomed spatial features at this scan rate are shown in Figure 3.5. Even in this case, our proposed techniques cleanly resolves all the features whereas other imaging techniques cannot. We have even done the experiments at very high scan rate 729.78 µm/sec. The images at 729.78 µm/sec scan rate are shown in
Figure 3.3 Comparison of the feature resolution provided by different techniques at scan rate of 182.44 µm/sec. A zoomed image is provided for facilitating visual comparison. (a) Reference test pattern, (b) Amplitude imaging (c) Root mean square imaging (d) LMP imaging (e) BCJR Imaging

Figure 3.6. The zoomed spatial features at this scan rate are shown in Figure 3.7. It can be observed that our proposed techniques is not able to resolve the high spatial frequency features in the image but it does resolve low spatial frequency features whereas other imaging methods again completely fail. In nutshell, our proposed technique outperforms all the current state of art imaging techniques.

Another interesting aspect in the imaging which we have researched is that how the presence of noise in output affects different imaging techniques. It should be noted that the AFM system used here is based on beam-bounce method where a laser is incident on the back of the cantilever surface and the laser is reflected from the cantilever surface into a split photodiode. The advantage of the beam-bounce method is that it gives low measurement noise. If another kind of actuation and sensing mechanisms are used, it will lead to increase in thermal and measurement noise. We have simulated this case by adding white noise to experimental data and observed that current state of art imaging techniques are not even able to image low
Figure 3.4 Comparison of imaging techniques at a scan rate of 291.91 μm/sec. (a) Reference test pattern, (b) Amplitude imaging (c) Root mean square imaging (d) LMP imaging (e) BCJR Imaging

frequency spatial features like sequence of ones or zeros whereas our proposed algorithm still gives good imaging performance. The intuition behind this result is that amplitude and root mean square imaging methods are unable to filter out the noise and gives bad performance. The LMP imaging filters out the noise but fails due to thresholding whereas our proposed method works as it is based on the difference between mean vectors and covariance matrix of the state transitions obtained from training [56].

**Video Rate Imaging**

We have done an experiment in which a phase change is observed on the topographic sample over time. Consider a case when all the pixels in the image are high or low in equiprobable manner. Over the time, the pixels in the image changes from low to high and high to low. The probability of a pixel going from high to low is very less as compared to the probability of a pixel going from low to high. If we observe this phenomenon over the time, image will be
having more number of pixels turning into ‘1’ as time goes on. This kind of phase change is studied in the experiment. We performed the experiment in which the input image changes in this manner over time. We used BCJR imaging algorithm to reconstruct the frames over the time at an imaging speed of 182.44 $\mu$m/sec. In Figure 3.8, it can be easily seen that our proposed techniques clearly shows how the phase is changed over the time in different frames. Current imaging techniques again completely fail in this case. Such video rate imaging is very useful in studying the evolution of a biological process over time.

3.4 Conclusions

We have presented the channel model for the cantilever based nano-imaging system. We have developed the maximum a posteriori (MAP) symbol detector which does take into account the image prior while detecting the features on the image. The MAP symbol detection problem is solved using the BCJR algorithm. We proposed the BCJR imaging algorithm for the raster
Figure 3.6 Comparison of imaging techniques at a scan rate of 729.78 µm/sec. (a) Reference test pattern, (b) Amplitude imaging (c) Root mean square imaging (d) LMP imaging (e) BCJR Imaging

scan imaging which incorporates the input prior from previous line scan while detecting the features on the current line scan. Experimental results corroborate the analysis of the detector, demonstrate that our proposed algorithm does provide better image resolution compared to current imaging techniques at high scanning speed. In future, these techniques will enable video rate imaging of molecular scale phenomenon. This will address the issue of being able to visualize and understand dynamics at the nano-scale.
Figure 3.7  Comparison of the feature resolution provided by different techniques at scan rate of 729.78 µm/sec. A zoomed image is provided for facilitating visual comparison. (a) Reference test pattern, (b) Amplitude imaging (c) Root mean square imaging (d) LMP imaging (e) BCJR Imaging
Figure 3.8 Figures (a) - (h) show the original image and the reconstructed image using the BCJR approach for various frames at an imaging speed of 182.44 µm/sec.
CHAPTER 4. Performance evaluation for ML sequence detection in ISI channels with Gauss Markov Noise

4.1 Introduction

Maximum likelihood sequence detection (MLSD) in channels with inter-symbol-interference and data dependent time-correlated noise is an important problem in many domains. For example, in magnetic recording, the statistics of percolation and nonlinear effects between transitions [65, 54] result in noise that exhibits data-dependent time-correlation. Recently, similar noise models for nanotechnology based probe storage have also been developed and the corresponding detectors have been found to have significantly improved performance compared to the current state of the art [56]. It is well-recognized that a sequence detector designed for an AWGN ISI model can have a significant loss of performance if the data dependence and time-correlation of the noise is not taken into account.

In the case of finite ISI channels with memoryless noise, Forney [20, 52] presented an MLSD solution based on the Viterbi algorithm. Upper bounds on the error probability of the detector can be derived based on flowgraph techniques [51, 61, 63]. The work of [10, 55], considered channels with finite ISI and noise modeled by a finite memory Gauss-Markov process. In [10], certain approaches (see section V in [10]) are presented for computing an upper bound on the performance of the detector. Another work of [64, 60], also presents the performance analysis of the MLSD in presence of data dependent noise. However, their technique is not based on flowgraph techniques, and requires an enumeration of all error events of relevant lengths and an estimate of the corresponding pairwise error probability upper bound. We emphasize that an analytical technique for estimating detector performance is of great value since it allows us to predict the performance at high SNR’s where simulation can be time-consuming.
In an ISI channel with additive white Gaussian noise (AWGN), the upper bound on the pairwise error probability (PEP) between two state sequences can be easily factorized as a product of functions depending on current and previous states in the (incorrect) decoded sequence and the (correct) transmitted sequence. Let  and  be the transmitted and decoded state sequences respectively. Then this means that the probability that the detector prefers  to , is denoted by 

\[ P(\hat{\bar{S}}|\bar{S}) \leq \prod_{k=0}^{N-1} h(\hat{S}_k, S_{k-1}) \]

where  is a function of current state and previous decoded states  and actual states  and . Moreover, the PEP is symmetric due to the symmetric nature of white Gaussian noise, i.e., \( P(\hat{\bar{S}}|\bar{S}) = P(\bar{S}|\hat{\bar{S}}) \). Together, these properties allow the application of the error state diagram method for finding an upper bound on the BER [63].

In contrast, for the ISI channel with data-dependent Gauss-Markov noise (considered in [10]), neither of these properties hold. The signal dependent and time-correlated noise makes the PEP asymmetric. Further the PEP does not factorize in a suitable manner as required for the application of flowgraph techniques. This makes the estimation of BER for such channels, quite challenging.

In this chapter, we consider a subset of the class of ISI channels with Gauss-Markov noise. For these channels, we arrive at an upper bound to the PEP that can be expressed as a product of functions depending on current and previous states in the (incorrect) decoded sequence and the (correct) transmitted sequence. The asymmetric character of the PEP, i.e., the fact that \( P(\hat{\bar{S}}|\bar{S}) \neq P(\bar{S}|\hat{\bar{S}}) \) necessitates an average over all correct and erroneous state sequences. We show that this can be achieved using the concept of the “pairwise state diagram” [51]. Based on this, we present an analytical technique for determining an upper bound on the BER. Simulations results show that our proposed bound is tight in the high SNR regime.

### 4.2 Channel model and Viterbi detector

We introduce the channel model and the corresponding detector in this section. A word about notation. In what follows, if  is a discrete-time indexed sequence at \( k^{th} \) time instant, the column vector of sequence samples from time instant \( k_1 \) to \( k_2 \) is denoted by 

\[ z_{k_1}^{k_2} = [z_{k_1} \ldots z_{k_2}]^T \]
where $k_1 \leq k_2$. We will use the notation $f(\cdot | \cdot)$ to denote a conditional pdf. The precise pdf under consideration will be evident from the context of the discussion.

### 4.2.1 Channel Model

Let $a_k$ denote the $k^{th}$ source bit that is equally likely to be 0 or 1. The channel output shown in Figure 4.1 with intersymbol interference (ISI) of length $I$ is given by,

$$z_k = y(a_{k-I}^k) + n_k,$$

where $y(a_{k-I}^k)$ is the noiseless channel output dependent only on the $I + 1$ past transmitted bits. The noise $n_k$ is modeled as a signal dependent Gauss-Markov noise process with memory length $L$ as explained below.

$$n_k = \bar{b}^T n_{k-L}^k + \sigma(a_{k-I}^k)w_k,$$

where the vector $\bar{b}$ represents $L$ coefficients of an autoregressive filter, $\sigma(a_{k-I}^k)$ is signal dependent parameters and $w_k$ is a zero mean unit variance i.i.d Gaussian random variable. Note that in the most general model (considered in [10]), even the autoregressive filter $\bar{b}$ would depend on the data sequence $\bar{a}$. However, in this work, we only work with models where $\bar{b}$ is fixed. We revisit this point in Section 4.3. The noise $n_k$ can be rewritten as,

$$n_k = \bar{b}^T \begin{pmatrix} z_{k-I} - y(a_{k-I-L-I}^{k-I-L}) \\ \vdots \\ z_{k-1} - y(a_{k-I-L}^{k-I-L}) \end{pmatrix} + \sigma(a_{k-I}^k)w_k$$

This implies that

$$z_k = y(a_{k-I}^k) + \bar{b}^T \begin{pmatrix} z_{k-I} - y(a_{k-I-L-I}^{k-I-L}) \\ \vdots \\ z_{k-1} - y(a_{k-I-L}^{k-I-L}) \end{pmatrix} + \sigma(a_{k-I}^k)w_k$$
From above analysis, we can conclude that

$$f(z_k | z_{k-1}^0, \bar{a}) = f(z_k | z_{k-L}^0, a_{k-L-1}^k),$$  \hspace{1cm} (4.1)

where we recall that $f(\cdot | \cdot)$ represents the conditional pdf.

### 4.2.2 Viterbi Detector

The maximum likelihood estimate of the bit sequence denoted $\hat{a}$ is given by

$$\hat{a} = \arg \max_{\bar{a} \in \{0,1\}^N} f(\bar{z} | \bar{a})$$

$$= \arg \max_{\bar{a} \in \{0,1\}^N} \prod_{k=0}^{N-1} f(z_k | z_{k-1}^0, \bar{a})$$

$$= \arg \max_{\bar{a} \in \{0,1\}^N} \prod_{k=0}^{N-1} f(z_k | z_{k-L}^{k-1}, a_{k-L-1}^k) \text{ (Using (4.1))}$$

$$= \arg \max_{\bar{a} \in \{0,1\}^N} \prod_{k=0}^{N-1} \frac{f(z_k | a_{k-L-1}^k)}{f(z_k | a_{k-L-1}^{k-L})}$$

We define a state $S_k = a_{k-L-I+1}^k$ (there will be a total of $2^{L+1}$ states). With this definition, $f(z_{k-L}^k | a_{k-L-1}^k) = f(z_{k-L}^k | S_{k-1}^k)$. Moreover it is Gaussian distributed,

$$f(z_{k-L}^k | S_{k-1}^k) \sim N(\tilde{\mu}(S_{k-1}^k), C(S_{k-1}^k))$$
where $\bar{\mu}(S_{k-1}^k)$ is the mean vector and $C(S_{k-1}^k)$ is the covariance matrix.

With our state definition, we can reformulate the detection problem as the following MLSD problem.

$$\hat{\bar{S}} = \arg \max_{\bar{S}} \prod_{k=0}^{N-1} \frac{f(z_{k-L}^k | a_{k-L-1}^k)}{f(z_{k-L}^k | a_{k-L-1}^k)}$$

$$= \arg \max_{\bar{S}} \prod_{k=0}^{N-1} \frac{f(z_{k-L}^k | S_{k-1}^k)}{f(z_{k-L}^k | S_{k-1}^k)}$$

$$= \arg \min_{\bar{S}} \sum_{k=0}^{N-1} \log \left| \frac{C(S_{k-1}^k)}{|c(S_{k-1}^k)|} \right|$$

$$+ (z_{k-L}^k - \bar{\mu}(S_{k-1}^k))^T C(S_{k-1}^k)^{-1} (z_{k-L}^k - \bar{\mu}(S_{k-1}^k))$$

$$- (z_{k-L}^{k-1} - \bar{\mu}'(S_{k-1}^k))^T c(S_{k-1}^k)^{-1} (z_{k-L}^{k-1} - \bar{\mu}'(S_{k-1}^k))$$

where $\hat{\bar{S}}$ is the estimated state sequence, $c(S_{k-1}^k)$ is the upper $L \times L$ principal minor of $C(S_{k-1}^k)$ and $\bar{\mu}'(S_{k-1}^k)$ collects the first $L$ elements of $\bar{\mu}(S_{k-1}^k)$. It is assumed that the first state is known. With the metric given above, Viterbi decoding can be applied to get the ML state sequence [62] and the corresponding bit sequence.

The matrix $C(S_{k-1}^k)$ is of dimension $(L+1) \times (L+1)$. For higher values of $L$, the complexity of detector increases as the decoding metric involves the inversion of the matrix $C(S_{k-1}^k)$. However, the matrix inversion lemma can be used here to obtain

$$C(S_{k-1}^k)^{-1} = \left[ \begin{array}{cc} c(S_{k-1}^k) & \bar{c} \\ \bar{c}^T & c \end{array} \right]^{-1}$$

$$= \left[ \begin{array}{cc} c(S_{k-1}^k)^{-1} & 0 \\ 0 & 0 \end{array} \right] + \frac{\bar{w}(S_{k-1}^k) \bar{w}(S_{k-1}^k)^T}{\gamma(S_{k-1}^k)},$$

(4.2)

where

$$\bar{w}(S_{k-1}^k) = \left[ \begin{array}{c} -c(S_{k-1}^k)^{-1} \bar{c} \\ 1 \end{array} \right] = \left[ \begin{array}{c} -\bar{b} \\ 1 \end{array} \right],$$

and

$$\gamma(S_{k-1}^k) = (c - \bar{c}^T c(S_{k-1}^k)^{-1} \bar{c}) = \sigma^2(a_{k-1}^k).$$

Using (4.2), we can simplify the detector as follows.
\[
\hat{S} = \arg \min_{\hat{S}} \sum_{k=0}^{N-1} \log \sigma^2 (a_{k-1}^k) + \frac{([-b^T, 1] (z_{k-L}^k - \hat{\mu}(S_{k-1}^k)))^2}{\sigma^2 (a_{k-1}^k)}.
\]

It should be noted that the above expression does not involve any matrix inversion. This reduces the complexity of the detector substantially. Another observation is that the Viterbi decoding metric involves passing \(z_{k-L}^k\) through a filter \([-\bar{b}^T, 1]\) which is the inverse of the autoregressive filter of noise process \(n_k\) shown in Figure 4.1. The metric first uncorrelates the noise with an FIR filter and then applies the Euclidean metric to the output of the filter.

### 4.3 Upper Bound on BER

As discussed previously, the channel model under consideration (cf. Section 4.2), is such that the corresponding PEP is asymmetric, and moreover does not factorize as a product of appropriate functions as required by flowgraph techniques. We now show that we can address this issue by using the Gallager upper bounding technique [53], coupled with a suitable change of variables.

Denote an error event of length \(N\) as \(\epsilon_N = (\bar{S}, \hat{S})\) such that \(\bar{S}\) and \(\hat{S}\) are valid state sequences and \(S_k = \hat{S}_k\), \(S_{k+N} = \hat{S}_{k+N}\), \(S_{k+j} \neq \hat{S}_{k+j}\) for \(1 \leq j \leq N - 1\) and \(S_{k+j} = \hat{S}_{k+j}\) for other values of \(j\) where \(\hat{S}_k\) and \(S_k\) are the estimated and correct state respectively. Using this, an upper bound on the BER can be found as follows [51],

\[
P_b(e) \leq \sum_{N=1}^{\infty} \sum_{\bar{S}} P(\bar{S}) \sum_{\hat{S}: (\bar{S}, \hat{S}) \in E_N} \nu(\bar{S}, \hat{S}) P(\hat{S} | \bar{S}),
\]

where \(\nu(\bar{S}, \hat{S})\) is the number of erroneous bits along the sequences \(\bar{S}\) and \(\hat{S}\) and \(E_N\) is the set of all error events \(\epsilon_N\) of length \(N\). The number of erroneous bits is given by

\[
\nu(\bar{S}, \hat{S}) = \frac{d}{dZ} \left[ \prod_{k=0}^{N-1} Z^{\delta(a_k, \hat{a}_k)} \right] \bigg|_{Z=1}
\]

where \(\delta(a_k, \hat{a}_k) = 1\), if \(a_k \neq \hat{a}_k\) and \(Z\) is a dummy variable. Using this the upper bound above can be expressed as

\[
P_b(e) \leq \sum_{N=1}^{\infty} \sum_{\bar{S}} P(\bar{S}) \sum_{\hat{S}: (\bar{S}, \hat{S}) \in E_N} \frac{d}{dZ} \left[ \prod_{k=0}^{N-1} Z^{\delta(a_k, \hat{a}_k)} \right] \bigg|_{Z=1} P(\hat{S} | \bar{S})
\]
where \( P(\hat{S}) = P(S_0)P(S_1|S_0)\ldots P(S_N|S_{N-1}) = \frac{1}{M^N \cdot 2^N} \) if \( \hat{S} \) is valid state sequence, \((M \text{ is the number of states}). The upper bound on the PEP can be simplified using Gallager’s technique [53] as shown below. Let \( A(\hat{S}, \hat{S}) = \{ \hat{z} : f(\hat{z} | \hat{S}) \geq f(\hat{z} | S) \} \). Note that using previous arguments, we also have that \( A(\hat{S}, \hat{S}) = \left\{ \hat{z} : \Pi_{k=0}^{N-1} f(z_k|S_{k-1}, z_{k-1}^{k-1}) \geq 1 \right\} \). Now \( P(\hat{S} | S) \) is [58],

\[
P(\hat{S} | S) = P(\hat{S}_0 \ldots \hat{S}_{N-1} | S_0 \ldots S_{N-1})
\]

\[
= \int_{A(\hat{S}, S)} \Pi_{k=0}^{N-1} f(z_k|S_{k-1}, z_{k-1}^{k-1})d\hat{z}
\]

\[
\leq \min_{\forall \rho_k} \int_{A(\hat{S}, S)} \Pi_{k=0}^{N-1} f(z_k|S_{k-1}, z_{k-1}^{k-1})d\hat{z}
\]

\[
\cdot \Pi_{k=0}^{N-1} \left( f(z_k|\hat{S}_{k-1}, z_{k-1}^{k-1}) \right)^{\rho_k}d\hat{z}
\]

\[
= \min_{\forall \rho_k} \int_{A(\hat{S}, S)} \Pi_{k=0}^{N-1} f(z_k|\hat{S}_{k-1}, z_{k-1}^{k-1})^{1-\rho_k}d\hat{z}
\]

\[
\cdot \left( f(z_k|\hat{S}_{k-1}, z_{k-1}^{k-1}) \right)^{\rho_k}d\hat{z}
\]

where \( 0 \leq \rho_k \leq 1 \) for \( k = 0, \ldots, N-1 \).

The above integral can be simplified as follows.

\[
\int_{A(\hat{S}, S)} \Pi_{k=0}^{N-1} f(z_k|S_{k-1}, z_{k-1}^{k-1})^{1-\rho_k}d\hat{z}
\]

\[
= \int_{A(\hat{S}, S)} \Pi_{k=0}^{N-1} f(z_k|S_{k-1}, z_{k-1}^{k-1})^{1-\rho_k}d\hat{z}
\]

\[
= \int_{A(\hat{S}, S)} \Pi_{k=0}^{N-1} \frac{1}{\sqrt{2\pi\sigma^{1-\rho_k} (a_{k-1})^2}} \exp\left(-\frac{(1-\rho_k)([\hat{b}^T 1](z_k^{k-1} - \bar{\mu}(S_{k-1})]^2)}{2\sigma^2 (a_{k-1}^2)} - \frac{\rho_k([\hat{b}^T 1](z_k^{k-1} - \bar{\mu}(S_{k-1})]^2)}{2\sigma^2 (a_{k-1}^2)} \right) du_k
\]

\[
\]

\[
= \Pi_{k=0}^{N-1} \int_{A(\hat{S}, S)} \frac{1}{\sqrt{2\pi\sigma^{1-\rho_k} (a_{k-1})^2}} \exp\left(-\frac{(1-\rho_k)(u_k - \hat{\mu}(S_{k-1})]^2}{2\sigma^2 (a_{k-1}^2)} - \frac{\rho_k(u_k - \hat{\mu}(S_{k-1})]^2}{2\sigma^2 (a_{k-1}^2)} \right) du_k
\]

\[
where \ u_k = [\hat{b}^T 1] \cdot [z_{k-L} \ldots z_k]^T, \ \hat{\mu}(S_{k-1}) = [\hat{b}^T 1] \cdot \bar{\mu}(S_{k-1}), \ \hat{\mu}(S_{k-1}) = [\hat{b}^T 1] \cdot \bar{\mu}(S_{k-1}). \] The Jacobian matrix for the change of variables has determinant equal to 1, since the corresponding matrix of partial derivatives has ones on the diagonal and is lower triangular.

Note that the change of variables decouples the original expression, so that it can be expressed
as the product of $N$ independent integrals. Now we can simplify the PEP as follows.

$$P(\hat{a}|\bar{a}) \leq \min_{\rho_k} \Pi_{k=0}^{N-1} \int \frac{1}{\sqrt{2\pi}\sigma^{1-\rho_k}(a^k_{k-1})\tilde{\sigma}^{\rho_k}(\hat{a}^k_{k-1})} \cdot \exp(-\frac{(1-\rho_k)(u_k - \mathcal{M}(S^k_{k-1}))^2}{2\sigma^2(a^k_{k-1})} - \frac{\rho_k(u_k - \mathcal{M}(\hat{S}^k_{k-1}))^2}{2\tilde{\sigma}^2(\hat{a}^k_{k-1})})du_k$$

$$= \Pi_{k=0}^{N-1} \min_{\rho_k} \frac{1}{\sqrt{(1-\rho_k)\tilde{\sigma}^2(\hat{a}^k_{k-1}) + \rho_k\sigma^2(a^k_{k-1})}} \cdot \exp(-\frac{(1-\rho_k)\tilde{\sigma}^2(\hat{a}^k_{k-1})\mathcal{M}^2(S^k_{k-1}) + \rho_k\sigma^2(a^k_{k-1})\mathcal{M}^2(\hat{S}^k_{k-1})}{2\sigma^2(a^k_{k-1})\tilde{\sigma}^2(\hat{a}^k_{k-1})} + \frac{(1-\rho_k)\tilde{\sigma}^2(\hat{a}^k_{k-1})\mathcal{M}(S^k_{k-1}) + \rho_k\sigma^2(a^k_{k-1})\mathcal{M}(\hat{S}^k_{k-1}))^2}{2\sigma^2(a^k_{k-1})\tilde{\sigma}^2(\hat{a}^k_{k-1})(1-\rho_k)\tilde{\sigma}^2(\hat{a}^k_{k-1}) + \rho_k\sigma^2(a^k_{k-1})})$$

$$= \Pi_{k=0}^{N-1} W(S^k_{k-1}, \hat{S}^k_{k-1})$$

(4.4)

where $W(S^k_{k-1}, \hat{S}^k_{k-1})$ is a function of $\sigma(a^k_{k-1}), \tilde{\sigma}(\hat{a}^k_{k-1}), \mathcal{M}(S^k_{k-1})$ and $\mathcal{M}(\hat{S}^k_{k-1})$ and the simplification of the integral in (4.3) is given in the Appendix.

It is important to note that the factorization of PEP given by (4.4) for our channel model is possible because the autoregressive filter $\bar{b}$ is not dependent on the input bit sequence. In [10], $\bar{b}$ is assumed to be data dependent given by $\bar{b}(a^k_{k-1})$. When the autoregressive filter $\bar{b}(a^k_{k-1})$ becomes data dependent, it is very difficult to write PEP in the form given in (4.4). In this case, the inverse of the autoregressive filter of the noise process $n_k ([-\bar{b}(a^k_{k-1})^T \cdot 1])$ is state-dependent which means that the actual state transition ($S^k_{k-1}$) and estimated state transition ($\hat{S}^k_{k-1}$) have different filters. In this situation, the specific change of variables used above does not seem to work.

Probability of bit error can now be further simplified as [51],

$$P_b(e) \leq \sum_{N=1}^{\infty} \sum_{S} \sum_{\hat{S}} P({\bar{S}}) \sum_{(\hat{S}, \hat{S}) \in E_N} \frac{d}{d\bar{Z}} \left[ \Pi_{k=0}^{N-1} Z^{\delta(a_k, \hat{a}_k)} \right]_{Z=1} P(S|\bar{S})$$
Now we can write
\[ T(Z) = a(Z) + b(Z)(I - V_{BB}(Z))^{-1}c(Z) \]
where \( a(Z) = 1^T V_{GG}(Z) \mathbb{1}, \) \( b(Z) = 1^T V_{GB}(Z) \) and \( c(Z) = V_{BG}(Z) \mathbb{1} \). The symbol \( \mathbb{1} \) denotes a vector all of whose entries are 1 and \( I \) is identity matrix of order \((M^2 - M) \times (M^2 - M)\).
Using the above result, we can compute $P_b(e)$ as \[51\],

\[
P_b(e) \leq \frac{1}{M} \left[ d'(1) + b'^T(1)(I - V_{BB}(1))^{-1}c(1) + b^T(1) \cdot (I - V_{BB}(1))^{-1}c'(1) + b^T(1)(I - V_{BB}(1))^{-1}V_{BB}'(1)(I - V_{BB}(1))^{-1}c(1) \right].
\]

For our model, $V_{GG}(Z)$ is not a function of $Z$ which means that $a'(1) = 0$. Similarly, $c(Z)$ is also not a function of $Z$ which implies $c'(1) = 0$ and it should also be noted that $b'^T(1) = b^T(1)$.

The new bound for our channel model is,

\[
P_b(e) \leq \frac{1}{M} \left[ b^T(1)(I - V_{BB}(1))^{-1}c(1) + b^T(1)(I - V_{BB}(1))^{-1}V_{BB}'(1)(I - V_{BB}(1))^{-1}c(1) \right].
\]

### 4.4 Simulation Results

In the first set of simulations, we used the following parameters: $L = 2$ with $\bar{b} = [1.5]$ and ISI memory $I = 1$. The signal dependent noise variance for 4 states are given by $\sigma^2(00) = 1$, $\sigma^2(01) = 2$, $\sigma^2(10) = 3$ and $\sigma^2(11) = 4$. The number of states in decoding is equal to 8 in
this case. The SNR is defined as signal energy in $y(a_{k-1}^k)$ divided by total noise variance. We have used a linear signal component given as $y(a_{k-1}^k) = c(2a_k + a_{k-1})$ where the value of $c$ can be varied to change the SNR. In Figure 4.2, the analytic bound follows the simulation BER. At an SNR of 21 dB, the analytic bound gives a BER equal to $3 \times 10^{-7}$ whereas simulation BER is equal to $2 \times 10^{-7}$. The analytic bound is quite tight in high SNR regime. In another simulation, we used following parameters, $L = 3$ coefficients of an autoregressive filter is given by $\bar{b} = [1.3.5]$, ISI memory ($I$) is equal to 1 and signal dependent noise variance for 4 states are given by $\sigma^2(00) = 1$, $\sigma^2(01) = 2$, $\sigma^2(10) = 3$ and $\sigma^2(11) = 4$. The number of states in decoding is equal to 16 in this case. In Figure 4.2, the analytic bound again follows the simulation BER for this channel model with modified channel parameters. At an SNR of 20 dB, the analytic bound gives a BER equal to $7 \times 10^{-7}$ whereas simulation BER is equal to $4 \times 10^{-7}$.

### 4.5 Conclusions

We considered the problem of deriving an analytical upper bound for ML sequence detection in ISI channels with signal dependent Gauss-Markov noise. In these channels the pairwise error probability (PEP) is not symmetric. Moreover, it is hard to express the PEP as a product of appropriate terms that allow the application of flowgraph techniques. In this work, we considered a subset of these channels, and demonstrated an appropriate upper bound on the PEP. Using this upper bound along with pairwise state diagrams, we arrive at analytical BER bounds that are tight in the high SNR regime. These bounds have been verified by our simulation results.
CHAPTER 5. CONCLUSION AND FUTURE WORK

In this dissertation, we showed the application of the dynamic mode AFM in the field of probe based data storage and nano-imaging. In probe based data storage work, the dynamic mode operation of a cantilever probe with a high quality factor is considered. A communication channel model is proposed for the dynamic mode read operation using the Markovian modeling on tip-media interaction. The proposed channel model not only captures the physical behavior of the cantilever system, but it is also mathematically tractable for applying the bit detection techniques. Furthermore, the bit detection problem is posed as a maximum likelihood sequence detection which is solved in an efficient manner by identifying appropriate conditional independencies in the underlying model and by making physically motivated assumptions. In simulation and experimental results, the proposed Viterbi detector outperforms LMP, GLRT and Bayes detector and gives remarkably low BER. This work shows that competitive metrics can be achieved for developing probe based high density data storage, where high quality factor probes are used in the dynamic mode operation. It alleviates the issues of tip-media wear in probe based high density data storage.

An efficient error control coding system is a must for any data storage system since the sector error rate specifications are on the order of $10^{-10}$ for systems in daily use such as hard drives. In future work, we are expecting to achieve this BER by using appropriate coding techniques. Using run-length-limited (RLL) codes in our system is likely to improve performance. In experimental data, a small amount of jitter is inevitably present which is well handled by our algorithm. At high densities, the jitter will be significantly higher and more advanced modeling and detection techniques need to be applied in future. Our proposed algorithm for data detection works well as long as following the requirements are satisfied.
Firstly, the training sequences should be available which can provide the statistics for different state transitions. Secondly, there should be differences between the tip-media interaction magnitude between ‘0’ and ‘1’ bit. Thirdly, an accurate estimation of the channel model of the cantilever is desired. In future, we can reformulate the problem and find the feasible solution if these requirements are not fulfilled.

In nano-imaging work, we applied the ideas of channel modeling used for probe based data storage system. We again demonstrated that the channel model for the cantilever based nano-imaging system can also be modeled as a communication channel model. The assumption of equiprobable input bits is valid in the data storage system but it doesn’t hold true in nano-imaging context. It forced us to pose the imaging problem as a maximum a posteriori (MAP) symbol detection problem which does take into account the image prior while detecting the features on the image. The BCJR algorithm is used and adapted for solving the MAP symbol detection problem. Furthermore, we proposed the imaging algorithm for the raster scan imaging which incorporates the input prior from previous line scan while detecting the features on the current line scan. Experimental results showed that our proposed algorithm provides significantly better image resolution compared to current imaging techniques at high scanning speed.

Currently one-bit imaging is proposed in this dissertation. This work can be extended for multi-level imaging where not only the absence or presence of topographic profile is specified but the height of topographic profile can also be found. This kind of information is quite useful in finding the structure and movement of biological process. In future, this work will motivate the video rate imaging applications. This will radically change the visualization and the perception of the world at nano-scale.

The communication channel models developed in our work show the similar behavior as ISI channel model with Gauss-Markov noise. We considered the problem of deriving an analytical upper bound on BER which can obviate the need for time consuming simulations for finding BERs. For these channels, the flowgraph techniques cannot be applied as pairwise error probability (PEP) is not symmetric and it is hard to express the PEP as a product of appropriate
terms. We considered a subset of these channels and found an appropriate upper bound on the PEP. Using this upper bound along with pairwise state diagrams, we derived the analytical BER bounds that are tight in the high SNR regime. Our simulation results confirmed the convergence of the proposed BER bound with simulation BER in high SNR regime. It would be interesting to examine whether our current techniques can be extended to address the general channel model. Moreover, it may be possible to reduce the complexity of evaluating the bound by reducing the size of the product trellis by exploiting channel characteristics.

In nutshell, we have shown that the judicious application of communications and signal processing techniques in the field of AFM can result in major breakthroughs. Our work has paved the way for a radically different approach to probe based microscopy which was not achievable by current state-of-the-art. Even though the experimental setup presented in this dissertation uses a particular scheme for measuring the cantilever detection and for actuating the cantilever, the paradigm developed for data detection is largely applicable in principle to other modes of detection and actuation of the cantilever. These ideas of channel modeling and data detection can be used for many future applications in various research fields like nano-imaging, advanced material characterization at nanoscale etc.
APPENDIX A. ADDITIONAL MATERIAL

The integral in the equation (4.3) can be expressed in the following form,

\[
\int \frac{1}{\sqrt{2\pi\gamma}} \exp\left(-\frac{1}{2}(\alpha(x - m)^2 + \beta(x - \hat{m}))\right) dx
\]

\[
= \frac{1}{\gamma\sqrt{\alpha + \beta}} \exp\left(-\frac{\alpha m^2 + \beta \hat{m}^2}{2} + \frac{(\alpha m + \beta \hat{m})^2}{2(\alpha + \beta)}\right) \cdot \int \frac{\sqrt{\alpha + \beta}}{\sqrt{2\pi}} \exp\left(-\frac{\alpha + \beta}{2} (x - \frac{\alpha m + \beta \hat{m}}{\alpha + \beta})^2\right) dx
\]

\[
= \frac{1}{\gamma\sqrt{\alpha + \beta}} \exp\left(-\frac{\alpha m^2 + \beta \hat{m}^2}{2} + \frac{(\alpha m + \beta \hat{m})^2}{2(\alpha + \beta)}\right)
\]

where \(\alpha = \frac{(1-\rho_k)}{\sigma^2(a_{k-1}^k)}\), \(\beta = \frac{\rho_k}{\sigma^2(a_{k-1}^k)}\), \(m = \mathcal{M}(S_{k-1}^k)\), \(\gamma = \sigma^1-\rho_k(a_{k-1}^k)\hat{\sigma}^k(a_{k-1}^k)\) and \(\hat{m} = \hat{\mathcal{M}}(\hat{S}_{k-1}^k)\). Using the above equality, we can easily simplify the RHS of equation (4.3) as,

\[
\int \frac{1}{\sqrt{2\pi}\sigma^1-\rho_k(a_{k-1}^k)\hat{\sigma}^k(a_{k-1}^k)} \exp\left(-\frac{(1 - \rho_k)(u_k - \mathcal{M}(S_{k-1}^k))^2}{2\sigma^2(a_{k-1}^k)}\right) du_k
\]

\[
= \frac{1}{\sigma^1-\rho_k(a_{k-1}^k)\hat{\sigma}^k(a_{k-1}^k)} \cdot \frac{\sigma(a_{k-1}^k)\hat{\sigma}(a_{k-1}^k)}{\sqrt{(1 - \rho_k)\sigma^2(a_{k-1}^k) + \rho_k\sigma(a_{k-1}^k)}} \cdot \exp\left(-\frac{(1 - \rho_k)\sigma^2(a_{k-1}^k)\mathcal{M}^2(S_{k-1}^k) + \rho_k\sigma^2(a_{k-1}^k)\hat{\mathcal{M}}^2(\hat{S}_{k-1}^k)}{2\sigma^2(a_{k-1}^k)\hat{\sigma}^2(a_{k-1}^k)}\right)
\]

\[
+ \frac{(1 - \rho_k)\sigma^2(a_{k-1}^k)\mathcal{M}(S_{k-1}^k) + \rho_k\sigma^2(a_{k-1}^k)\hat{\mathcal{M}}(\hat{S}_{k-1}^k))^2}{2\sigma^2(a_{k-1}^k)\hat{\sigma}^2(a_{k-1}^k)((1 - \rho_k)\sigma^2(a_{k-1}^k) + \rho_k\sigma^2(a_{k-1}^k))}.
\]
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