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Polyethylene is one of the most widely used plastics, and over 60 million tons are produced worldwide every year. Polyethylene is obtained by the catalytic polymerization of ethylene in gas and liquid phase reactors. The gas phase processes are more advantageous, and use fluidized-bed reactors for production of polyethylene. Since they operate so close to the melting point of the polymer, agglomeration is an operational concern in all slurry and gas polymerization processes. Electrostatics and hot spot formation are the main factors that contribute to agglomeration in gas-phase processes. Electrostatic charges in gas phase polymerization fluidized bed reactors are known to influence the bed hydrodynamics, particle elutriation, bubble size, bubble shape etc. Accumulation of electrostatic charges in the fluidized-bed can lead to operational issues. In this work a first-principles electrostatic model is developed and coupled with a multi-fluid computational fluid dynamic (CFD) model to understand the effect of electrostatics on the dynamics of a fluidized-bed. The multi-fluid CFD model for gas-particle flow is based on the kinetic theory of granular flows closures. The electrostatic model is developed based on a fixed, size-dependent charge for each type of particle (catalyst, polymer, polymer fines) phase. The combined CFD model is first verified using simple test cases, validated with experiments and applied to a pilot-scale polymerization fluidized-bed reactor. The CFD model reproduced qualitative trends in particle segregation and entrainment due to electrostatic charges observed in experiments. For the scale up of fluidized bed reactor, filtered models are developed and implemented on pilot scale reactor.
1 INTRODUCTION

Polymers have various applications in automotive, packaging, chemical, construction, electrical, packaging, and agriculture industries. Widely used polymers fall in the category of thermoplastics and thermosets. The major thermoplastics include low density polyethylene (LDPE), high density polyethylene (HDPE), polypropylene (PP), polyvinyl chloride (PVC), polyethylene terephthalate (PET), polystyrene (PS) and polyamide (PA). Important thermoplastics include polyurethanes (PU), phenolics and epoxy resins. Various commercial reactors are used for the production of thermosets and thermoplastics. These include stirred tank reactors, fluidized beds, plug flow reactors, loop reactors, bubble columns and multizone circulating reactors. These fall in the category of gas-solid systems (fluidized beds, stirred tanks), gas-liquid (bubble columns), and gas-solid-liquid (slurry reactors).

When one surveys the total polymerization marketplace today, thermoplastics represent the major portion of the total production volume. Polyolefins, represent roughly 60 percent of all the thermoplastics produced and sold in the world today. The major types of polyolefins include polypropylene, high-density polyethylene, linear low-density polyethylene, low-density polyethylene, metallocene polyethylene and polypropylene, and various co-polymers and elastomers. The polyolefin family of products serves a wide variety of end-use markets in the major sectors of packaging, automotive, construction, medical, wire and cable and others. Unlike the incremental technological developments more common in other polymers, polyolefin technology developments are significant and routinely leapfrog the existing ones. These tremendous developments in technology impact the whole industry as a unit as well as the high profit sectors. Multiphase reactors and the associated catalyst technology play a key role in polyolefin businesses.

Polyethylene is the most widely used polyolefin in a wide range of applications. For example, it is used to manufacture plastic bags, electrical insulation, plastic tubing, bottles and
packaging materials, and has the advantages of low price, flexibility of molding, and ease of
disposal and recycling [3]. Over 60 million tons of polyethylene is produced annually world-
wide. It can be produced using gas-phase and liquid-phase processes. In general the gas-phase
processes are more advantageous than liquid-phase processes. The activity of most catalysts
is approximately 1000 Kg polymer per gram of catalyst and the final polymer need not be
separated from the catalyst. In liquid-phase processes the olefin needs to be dried and sep-
arated from the solvent [4]. Earlier technologies produced polyethylene at high pressures (∼
3000 atm). With the advent of catalysts like Ziegler-Natta and metalloocene, polyethylene can
be produced at low pressures (∼ 20 atm). The available commercial gas-phase reactors are
fluidized beds (UNIPOL and Innovene process), vertical stirred-beds (NOVOLEN process),
horizontal stirred-beds (AMOCO process) and multizone circulating reactors (Basell process).
Of all reactor types, fluidized-beds have become popular due to its excellent mass and heat
transfer characteristics.

Although there are several advantages with gas-solid fluidized-bed polymerization reactors,
there are also some disadvantages, which researchers are trying to understand and solve. In
fluidization, we generally encounter particles of different sizes and/or densities. When gas flows
through a bed of such particles different phenomena are observed. Consider a gas-solid system
where the density of the particles is the same (as is the case for gas-phase polymerization
system), but have a particle size distribution. The dynamic response of one particle size is
different from the other primarily due to the size dependence of the drag force exerted by
the gas phase. As a general rule, the drag force for a given gas velocity on small catalyst
particles will be much larger than on large polymer particles. When the gas flow rate is
operated at velocities between the minimum fluidization velocity of the smaller and larger
particles a phenomenon known as segregation ([5], [6], [7], [8], [9]) is observed. Fluidized
beds operated at velocities higher than the minimum fluidization of all particles results in a
well-mixed system. However, at high gas velocities small particles can escape out of the top
of the reactor. This phenomenon is called entrainment or elutriation ([10], [11], [12]). The
other important phenomena occurring in fluidized-bed polymerization is electrostatics ([13],
[14], [15], [16], [17], [18]). Charge generation in a fluidized bed takes place due to particle-
particle and particle-wall collisions. This phenomenon is called tribo-electrification ([19], [20], [21], [22], [23], [24]). Particle agglomerates and sheets forming on the walls of the reactor are specific problems associated with electrostatics in fluidized-bed reactors [1]. Typical locations for fluidized-bed sheeting is shown in Figure 1.1. These sheets grow over a period of time, gain weight and fall over the distributor plate. This plugs the holes of the distributor plate and can cause defluidization and reactor fouling. This has been a serious problem in gas-phase polymerization fluidized-bed reactors. Polymerization reactions are highly exothermic reactions. If the polymer temperature rises above the melting point, the polymer can melt and be a source of thermal agglomeration ([25], [26]) and hot spots ([27], [26], [28], [29]). On the other hand, if the temperature is too low then particles can become brittle producing unwanted fines that must be separated from the outlet gas.

Figure 1.1  Wall and dome sheeting phenomena in gas phase polymerization fluidized-bed reactor. The figure is taken from Hendrickson [1]

In this review only CFD models for olefin polymerization reactors will be discussed. Heat transfer plays an important role in polymer particle overheating. Behjat et al. [25], Dehnavi et al. [30], Mckenna et al. [27] used CFD simulations to compute convective heat-transfer coefficients between polymer particles and the gas phase. They compared the single particle
heat-transfer coefficient results with the Ranz-Marshall correlation and obtained good comparisons. They also analyzed the effects of gas velocity, particle size and shape, and different configurations on the heat-transfer coefficient. Erikkson et al. [31] employed CFD to study the influence of initial catalyst particle size on particle growth and the effects of other parameters such as particle interactions on heat transfer. Kaneko et al. [3] used a discrete element model to simulate a small gas-phase olefin polymerization reactor. They did two-dimensional, constant particle size simulations and studied the effects of gas distributor design and particle behavior on hot-spot formation. The works on CFD simulation of pilot and industrial-scale fluidized-bed polymerization reactors are very few. Gobin et al. [32] used a two-fluid modeling approach to simulate a pilot scale and industrial reactors. They utilized two and three-dimensional time-dependent simulations and compared the simulation results of bed height, pressure drop and mean flow properties with experimental results. The work described above assumes a unimodal, single particle size for the polymer. In reality, fluidized-bed polyolefin processes have a wide range of particle sizes. In order to describe phenomena such as segregation and entrainment, a particle size distribution needs to be considered. To describe this case, the multifluid model and chemical reaction engineering model are combined to simulate a pilot-scale fluidized-bed polymerization reactor.

At present, the art of scale-up and design of industrial fluidized-bed reactors is largely empirical [33]. The correlations derived from laboratory-scale reactors are used to build the pilot scale reactors. If these correlations work well at the pilot-plant scale, they are extended to the commercial scale. This process is trial and error since the hydrodynamics in larger units can be vastly different from that in smaller units. For example bubble sizes and wall effects will be different in larger units compared to smaller units, and conversion of the reactants will thus be different. This empirical approach has been adopted because of the difficulty in understanding the gas-solid and solid-solid interactions. In recent years, computational fluid dynamics has emerged as a useful tool for understanding such behavior. With the advent of high-performance computers and improved computational resources, the complex behavior of the underlying gas-solid flows can be understood and used to help in the design process of fluidized-bed polymerization reactors.
There are two primary objectives in this research. The first objective is to develop an electrostatic model from first principles. The next step is to verify and validate the developed electrostatic model. The model is then applied on a pilot plant scale reactor and the observations from simulations and experiments are compared. The second objective is to develop filtered models for industrial scale reactors. As the simulations on large scale reactors are computationally expensive, subgrid models will be developed for gas-particle flows. The details of the electrostatic and filtered model will be explained in this thesis.

The work is organized as follows. There are five chapters after introduction excluding summary. First, the description of the governing equations of the continuum model is presented. Then, the numerical implementation, verification and validation of the electrostatic model with simple test case and experiments from published literature will be presented. The fourth chapter deals with the application of the electrostatic model to a pilot-plant polymerization fluidized-bed reactor. In this application three cases are considered. The first is the effect of the magnitude of charge on the distribution of solid phases, the second is the continuous injection of catalyst in the fluidized-bed, and the third is the effect of electrostatics on entrainment. The effect of grids used on the computation of electrostatics will also be discussed. Filtered model governing equations and the application of the model on pilot and industrial scale reactors are described in the fifth chapter. The sixth chapter deals with the implementation of new aggregation and breakage kernels in poly disperse gas-particle fluidized beds. Finally the summary of the work will be presented.
2 TWO-FLUID MODEL FOR GAS-PARTICLE FLOWS

2.1 Introduction

In principal the hydrodynamics of gas-solid flows can be described by two classes of models, namely the Euler-Lagrange and Euler-Euler models. The Euler-Lagrange models ([3], [34], [35]) solves the newtonian equations of motion for the particle phase and the trajectory of each particle is tracked. The interactions between particles is treated in a hard or soft sphere model. The hard sphere assumes the interactions between particles is instantaneous and binary collisions, whereas in the soft sphere approach the contact forces are calculated from the overlap between particles. The generalized Navier-Stokes equations are used to solve for the gas phase. The Euler-Lagrange models are computationally inefficient for the simulation of large scale reactors and Euler-Euler models are more suitable.

Euler-Euler models ([7], [36], [37]) assume the gas and solid phase as continuous and interpenetrating phases. The equations are the generalization of the Navier Stokes equations for interacting continua. As the solid phase is treated as a continuous phase, closure models are required for the solid stress tensor and the gas-solid drag. The Euler-Euler model are feasible for simulation of commercial scale reactors. In this work the Euler-Euler models are used for simulation pilot-plant scale reactors. The governing equations for the gas and solid phase will be presented in this chapter.

2.2 Governing Equations

The two-fluid model assumes the gas and solid phases as continuum and the instantaneous variables are averaged over a region that is large compared with the particle spacing, but smaller than the flow domain. Each solid phase is described by a unique particle diameter, density and other properties. A phase variable volume fraction is used to distinguish between the different
phases. By definition the sum of the volume fractions of all phases add to one.

\[ \varepsilon_g + \sum_{\alpha=1}^{N} \varepsilon_{s\alpha} = 1.0 \]  

(2.1)

where \( \varepsilon_g \) and \( \varepsilon_{s\alpha} \) are the volume fractions of gas and \( \alpha^{th} \) solid phase respectively. \( N \) refers to the total number of solid phases.

### 2.2.1 Conservation of Mass

The continuity equation for the gas and particle phase are

\[ \frac{\partial}{\partial t} (\varepsilon_g \rho_g) + \nabla \cdot (\varepsilon_g \rho_g \mathbf{u}_g) = 0 \]  

(2.2)

\[ \frac{\partial}{\partial t} (\varepsilon_{s\alpha} \rho_{s\alpha}) + \nabla \cdot (\varepsilon_{s\alpha} \rho_{s\alpha} \mathbf{u}_{s\alpha}) = 0 \]  

(2.3)

where \( \mathbf{u}_g, \mathbf{u}_{s\alpha} \) are the gas and \( \alpha^{th} \) particle phase velocities. \( \rho_g \) and \( \rho_{s\alpha} \) are the gas and \( \alpha^{th} \) particle phase densities. The first term on the left in Eq. 2.2 and Eq. 2.3 accounts for the rate of mass accumulation per unit volume, and the second term is the net rate of convective mass flux. In this work the right hand side term is considered zero except in Chapter 6, where the volume fractions of the particle phase change due to aggregation and breakage.

### 2.2.2 Conservation of Momentum

The momentum equation for the gas and particle phase are

\[ \frac{\partial}{\partial t} (\varepsilon_g \rho_g \mathbf{u}_g) + \nabla \cdot (\varepsilon_g \rho_g \mathbf{u}_g \mathbf{u}_g) = -\varepsilon_g \nabla \cdot \mathbf{p} + \nabla \cdot \mathbf{\tau}_g + \sum_{\alpha=1}^{N} f_{g\alpha} + \varepsilon_g \rho_g \mathbf{g} \]  

(2.4)

\[ \frac{\partial}{\partial t} (\varepsilon_{s\alpha} \rho_{s\alpha} \mathbf{u}_{s\alpha}) + \nabla \cdot (\varepsilon_{s\alpha} \rho_{s\alpha} \mathbf{u}_{s\alpha} \mathbf{u}_{s\alpha}) = -\varepsilon_{s\alpha} \nabla \cdot \mathbf{p} - \nabla \cdot \mathbf{\tau}_{s\alpha} - f_{g\alpha} + \sum_{\alpha=1}^{N} f_{\beta\alpha} + \varepsilon_{s\alpha} \rho_{s\alpha} \mathbf{g} + \mathbf{F}_{q\alpha} \]  

(2.5)

where \( \mathbf{\tau}_g, \mathbf{\tau}_{s\alpha} \) are the gas and \( \alpha^{th} \) particle phase stress tensor, \( f_{g\alpha} \) is the interaction force between the gas and \( \alpha^{th} \) particle phase, \( f_{\beta\alpha} \) is the interaction force between the \( \beta^{th} \) and \( \alpha^{th} \) particle phases, \( \mathbf{g} \) is the gravity contribution, \( \mathbf{F}_{q\alpha} \) is the electrostatic force acting on the \( \alpha^{th} \)
particle phase. The first term on the left in the momentum equations represents the net rate of momentum increase. The second term on the left represents the net rate of momentum transfer by convection. The first two terms on the right in the gas momentum equation are the normal and shear surface stresses, the third term is gas-particle interaction force and the fourth term is the body force. The second and third term on the right in the particle phase momentum equations are the normal and shear surface stresses. The fourth term represents the gas-particle interaction force, the fifth term is the particle-particle interaction force and the sixth term is the body force.

2.3 Constitutive Relations

To solve the governing equations, closures for the gas and particle phase stress tensor, interaction forces and the electrostatic force are required. The closures for the particle phase stress tensor are obtained from kinetic theory of granular flow (KTGF) and frictional theory. The details of the electrostatic force model are given in Chapter 3. The closures used in this work are described as follows.

2.3.1 Gas-Particle Interaction Force

The drag models widely used in literature are the Gidaspow model [38], Syamlal-O’Brien [39] and Wen-Yu model [40]. Wen-Yu model is applicable in dilute particle flow regime and Gidaspow model can be used for dense regimes. In this work the Gidaspow model is used and follows the Wen-Yu model for $\varepsilon_g > 0.8$ and Ergun equation for $\varepsilon_g \leq 0.8$. Gas-particle drag force is defined as

$$ f_{g\alpha} = K_{sog}(u_g - u_{so}) $$

where $K_{sog}$ is the drag coefficient:

$$ K_{sog} = \begin{cases} \frac{3}{4} C_d \varepsilon_g \varepsilon_{so} \rho_g \frac{|u_{so} - u_g|}{d_{so}} \varepsilon_g^{-2.65} & \varepsilon_g < 0.8 \\ 150 \frac{\varepsilon_{so} (1 - \varepsilon_g) \mu_g}{\varepsilon_g d_{so}^2} + 1.75 \frac{\rho_g \varepsilon_g |u_{so} - u_g|}{d_{so}} & \varepsilon_g \geq 0.8 \end{cases} $$

(2.6)
where $d_{sa}$ is the diameter of the $\alpha^{th}$ particle phase. $C_d$ is defined as

$$C_d = 0.44 \quad \text{for} \quad Re_{pa} > 1000$$

$$C_d = \frac{24}{\varepsilon_g Re_{pa}} \left[ 1 + 0.15(\varepsilon_g Re_{pa})^{0.687} \right] \quad \text{for} \quad Re_{pa} \leq 1000$$

$$Re_{pa} = \rho_g d_{sa} |u_{sa} - u_g| / \mu_g$$

(2.8)

where $Re_{pa}$ is the $\alpha^{th}$ particle phase Reynolds number.

### 2.3.2 Particle-Particle Drag Interaction

The particle-particle drag force is defined as

$$f_{\beta\alpha} = K_{sa\beta} (u_{sa} - u_{s\beta})$$

(2.9)

$$K_{sa\beta} = 3 \left( 1 + e_{sa\beta} \right) \left( \frac{\pi}{2} + C_{fr,\alpha\beta} \frac{\pi^2}{8} \right) \frac{(d_{sa} + d_{s\beta})^2}{(\rho_{sa} d_{sa}^3 + \rho_{s\beta} d_{s\beta}^3)} \left( \frac{\varepsilon_{sa} \varepsilon_{s\beta} \rho_{sa} \rho_{s\beta} \gamma_{0,\alpha\beta}}{2\pi} \right) + C_1 P^*$$

(2.10)

where $K_{sa\beta}$ is the solid-solid exchange coefficient [41]. $e_{sa\beta}$ is the particle coefficient of restitution. A value of 0.8 is used for restitution coefficient in this work. $C_{fr,\alpha\beta}$ is the coefficient of friction between the $\alpha^{th}$ and $\beta^{th}$ solid phase. $g_{0,\alpha\beta}$ is the radial distribution function between the $\alpha^{th}$ and $\beta^{th}$ solid phase.

### 2.3.3 Radial Distribution Function

The radial distribution function $g_0$ modifies the probability of collision between particles. $g_0$ is close to one (dilute particle flows) and diverges to infinity at maximum packing in dense systems. There are several relations proposed in literature for radial distribution functions (Ogawa et al [42], Chapman and Cowling [43]). The following formulation [44] is used

$$g_{0,\alpha\beta} = \frac{1}{\varepsilon_g} + 3 \left( \frac{\sum_{\alpha=1}^{N} \xi_{a\alpha}}{\varepsilon_g^2 (d_{\alpha} + d_{\beta})} \right) d_{\alpha} d_{\beta}$$

(2.11)

where $d_{\alpha}, d_{\beta}$ are diameter of $\alpha^{th}$ and $\beta^{th}$ particle phase respectively.
2.3.4 Solids Pressure

The particle pressure need to be calculated to compute the pressure gradient term $\nabla p_{sa}$ in the solid phase momentum equation. The solids pressure term is composed of a kinetic term (transport) and an additional term due to particle collisions.

\[
p_{sa} = \varepsilon_{sa} \rho_{sa} \Theta_{sa} + \sum_{\alpha=1}^{N} (1 + \varepsilon_{sa,\beta}) g_{0,\alpha\beta} \varepsilon_{sa} \varepsilon_{s\beta} \rho_{sa} \Theta_{sa}
\]

(2.12)

where $\Theta_{sa}$ is the granular temperature of $\alpha^{\text{th}}$ particle phase.

2.3.5 Granular Temperature

The granular temperature of a solid phase is proportional to the kinetic energy of the random motion of the particles. The transport equation for granular temperature of the $\alpha^{\text{th}}$ solid phase is of the form

\[
\frac{3}{2} \left[ \frac{\partial}{\partial t} (\rho_{sa} \varepsilon_{sa} \Theta_{sa}) + \nabla \cdot (\rho_{sa} \varepsilon_{sa} \Theta_{sa} u_{sa}) \right] = \left( -p_{sa} \bar{I} + \bar{\tau}_{sa} : \nabla u_{sa} \right) + \nabla \cdot (k_{\Theta_s} \nabla \Theta_{sa}) - \gamma_{\Theta_{sa}} + \phi_{gsa}
\]

(2.13)

where $\left( -p_{sa} \bar{I} + \bar{\tau}_{sa} : \nabla u_{sa} \right)$ is the generation of energy by the solid stress tensor, $k_{\Theta_s} \nabla \Theta_{sa}$ is the diffusion of energy, $\gamma_{\Theta_{sa}}$ is the collisional dissipation of energy, $\phi_{gsa}$ is the energy exchange between gas and $\alpha^{\text{th}}$ solid phase, $k_{\Theta_s}$ is the diffusion coefficient. The diffusion coefficient of granular energy $k_{\Theta_s}$ (Syamlal Model) is given by

\[
k_{\Theta_s} = \frac{15d_{sa} \varepsilon_{sa} \sqrt{\Theta_{sa} \pi}}{4(41 - 33\eta)} \left[ 1 + \frac{12}{5} \eta^2 (4\eta - 3) \varepsilon_{sa} g_{0,sa} + \frac{16}{15\pi} (41 - 33\eta) \eta \varepsilon_{sa} g_{0,sa} \right]
\]

(2.14)

where $\eta = \frac{(1+\varepsilon_{sa})}{2}$. The collisional dissipation of energy $\gamma_{\Theta_{sa}}$ represents the rate of energy dissipation due to collisions between particles. This is given by

\[
\gamma_{\Theta_{sa}} = \frac{12(1 - \varepsilon_{sa}^2 g_{0,sa})}{d_{sa} \sqrt{\pi}} \rho_{sa} \varepsilon_{sa} \Theta_{sa}^{3/2}
\]

(2.15)

The transfer of the kinetic energy of random fluctuations in particle velocity from the $\alpha^{\text{th}}$ solid phase and gas phase is represented by $\phi_{gsa}$

\[
\phi_{gsa} = -3K_{gsa} \Theta_{sa}
\]

(2.16)
In this work an algebraic formulation is used where the convection and the diffusion term in the transport equation are neglected.

### 2.3.6 Solids Shear Stresses

The solid shear stress tensor contains the shear and bulk viscosities arising from particle momentum exchange due to translation and collision. A frictional component is also included to account for the viscous-plastic transition that occurs when particles of a solid phase reach a maximum solid volume fraction.

\[
\mu_{s\alpha} = \mu_{s\alpha,\text{col}} + \mu_{s\alpha,\text{kin}} + \mu_{s\alpha,\text{fr}}
\]  

(2.17)

where \(\mu_{s\alpha,\text{col}}\) is the collisional viscosity [44], \(\mu_{s\alpha,\text{kin}}\) is the kinetic viscosity [44] and \(\mu_{s\alpha,\text{fr}}\) is the frictional viscosity [45].

\[
\mu_{s\alpha,\text{col}} = \frac{4}{5} \varepsilon_{s\alpha} \rho_{s\alpha} d_{s\alpha} g_{0,s\alpha} (1 + e_{s\alpha}) \left( \frac{\Theta_{s\alpha}}{\pi} \right)^{1/2} \varepsilon_{s\alpha}
\]  

(2.18)

\[
\lambda_{s\alpha} = \frac{4}{3} \varepsilon_{s\alpha} \rho_{s\alpha} d_{s\alpha} g_{0,s\alpha} (1 + e_{ss}) \left( \frac{\Theta_{s\alpha}}{\pi} \right)^{1/2}
\]  

(2.19)

\[
\mu_{s\alpha,\text{kin}} = \frac{\varepsilon_{s\alpha} d_{s\alpha} \rho_{s\alpha} \sqrt{\Theta_{s\alpha} \pi}}{6(3 - e_{ss})} \left[ 1 + \frac{2}{5} (1 + e_{ss})(3e_{ss} - 1)\varepsilon_{s\alpha} g_{0,ss} \right]
\]  

(2.20)

\[
\mu_{s\alpha,\text{fr}} = \frac{p_{s\alpha} \sin \phi}{\sqrt{I_{2D}}}
\]  

(2.21)

where \(p_{s\alpha}\) is the solid pressure of \(\alpha^{th}\) solid phase, \(\phi\) is the angle of internal friction, and \(I_{2D}\) is the second invariant of the deviatoric stress tensor.

![Figure 2.1 Algorithm for coupling between electrostatics and multi-fluid CFD model.](image-url)
Multiphase Interphase Flow Exchanges (MFIX) and OpenFOAM (open source codes) and ANSYS FLUENT commercial CFD software are used in this thesis. The CFD software mentioned above are based on finite volume method. Grid generation is done using Gambit software and ANSYS Meshing. Given a catalyst size distribution, a reaction engineering model [6] is used to obtain the polymer size distribution. Simulations are run with multi-fluid model, initialized with the polymer size distribution. The algorithm for the coupling between the multi-fluid model, electrostatic model and quadrature method of moments (QMOM) is shown in Figure 2.1. In the next chapter the development, verification and validation of the electrostatic model will be presented.
3 ELECTROSTATIC MODEL

3.1 Introduction

Gas-solid flows are present in various industrial processes such as pneumatic conveyors, fluidized-beds, coal combustion and polymerization reactors. Due to particle-particle and particle-wall collisions, charge develops on the particles and this phenomena is known as tribo-electrification. The charged particles effect the hydrodynamics of the fluid flow and can cause channeling in pneumatic conveyors, defluidization and reactor fouling in fluidized-bed reactors. To describe these phenomena an electrostatic model is required and coupled with the existing CFD multi-fluid models.

Previous literature shows there are two works where an electrostatic force model is used in the area of two-dimensional bed with a central jet and riser flows. Both the models are based on the two-fluid eulerian-eulerian approach. Shih et al. [46] used an electric force \( F = qE \) acting on particle with charge \( q \) and the applied electric field \( E \) on a two dimensional bed with a central jet. They assumed a fixed charge on the particles and a constant value for the applied electric field. The bed consisted of coal (250 micron size) and pyrite (150 micron size) particles. The objective was to separate pyrites from coal. Both the particles had positive charge. Their simulations showed difference in bubble frequency, shape and size when the electric field is zero and constant value.

Mahdi et al. [9] studied the effect of static electrification in vertical riser flow. A steady, fully developed gas-solid flow model is used and a poisson equation for the electric field is solved. The particles were assumed to be monodisperse and a prescribed fixed charge. They observed radial segregation of particles and compared their results with published literature. In the present work a poisson equation for the electric potential is solved and coupled with the multi-fluid CFD model. Time-dependent electric field is computed. The electrostatic model is applied for a polydisperse flow with a fixed size dependent charge.
Figure 3.1 Permittivity of gas-solid mixture.

3.2 Model Description

The governing equations describing electromagnetic phenomena can be obtained from the well-known Maxwell equations [47]. The Maxwell equations are a set of four partial differential equations namely, Gauss’s law for the electric field, Gauss’s law for the magnetic field, Faraday’s law of induction, and Ampere’s law. These laws, along with the Lorentz force equation, describe the force acting on a point charge in the presence of electromagnetic fields. The Lorentz force
equation:
\[ F = q(E + v \times B) \]  (3.1)

consists of two terms: the force due to the electric field \( F_e = qE \) and the force due to magnetic fields \( F_m = q(v \times B) \). A simple analysis comparing the electrostatic and magnetic forces indicates that the force due to the magnetic field can be neglected if the velocity of the charged particle is much less than the speed of light. In most applications of gas-solid flows the particle phase velocity is much less than the speed of light and hence the force due to the magnetic field can be neglected. The Lorentz force can then be reduced to \( F = qE \). Based on this analysis, force due to electric field is sufficient to describe the force acting on a charged particle in gas-solid flows. Gauss’s law in differential form is

\[ \nabla \cdot D = \rho \]  (3.2)

where \( D \) is the electric displacement vector, \( \rho \) is the charge density, and \( \nabla \) is the gradient operator. The relation between the electric displacement and the electric field is

\[ D = \varepsilon_0 E + P \]  (3.3)

where \( P \) is the induced polarization, and \( \varepsilon_0 \) is the permittivity of a vacuum. A constitutive relation is used to relate the induced polarization and electric field for an isotropic medium:

\[ P = \varepsilon_0 \chi_e E \]  (3.4)

where \( \chi_e \) is the electric susceptibility of the medium and \( 1 + \chi_e \) is the relative permittivity, which is measurable and its value can be found in literature. The electric field can then be equated to charge density as

\[ \nabla \cdot (\varepsilon_m \varepsilon_0 E) = \rho \]  (3.5)

where \( \varepsilon_m = 1 + \chi_e \). There are several equations available in literature for calculating the relative permittivity of the gas-solid mixture as a function of solids volume fraction. Some of the models are Looyenga, Bottcher and Bordewijk, Bruggeman, Iglesias-Peon, Kraszewski [48]. In this work the Bruggeman equation is used. It is important to note that all the above stated models gave similar expressions for the relative permittivity of the mixture as a function of
solids volume fraction. The relative permittivity $\varepsilon_m$ for a gas-solid mixture can be obtained from the Bruggeman equation [48].

$$\varepsilon_g = \frac{\varepsilon_s - \varepsilon_m}{\varepsilon_s - \varepsilon_g} \left( \frac{\varepsilon_g}{\varepsilon_m} \right)^{\frac{1}{3}}$$  \hspace{1cm} (3.6)$$

which calculates the permittivity of the gas-solid mixture if the relative permittivity of pure gas and solid are known. $\varepsilon_s$ is the volume fraction of solid phase, $\varepsilon_s$ is relative permittivity of

Figure 3.3 Instantaneous contours of electric potential and solid volume fractions at $t=0.6$ sec for zero potential wall boundary condition: (a) electric potential, (b) solid phase 1, (c) solid phase 2, (d) solid phase 3.

Table 3.1 Properties of phases used in the verification of the electrostatic model

<table>
<thead>
<tr>
<th>Solid Phase</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>density, $\text{kg/m}^3$</td>
<td>843.0</td>
<td>843.0</td>
<td>843.0</td>
</tr>
<tr>
<td>diameter, $\mu\text{m}$</td>
<td>523.0</td>
<td>1176.0</td>
<td>1751.0</td>
</tr>
<tr>
<td>particle volume fraction</td>
<td>0.00453</td>
<td>0.1943</td>
<td>0.310</td>
</tr>
<tr>
<td>charge, coulomb/m$^3$</td>
<td>0.1081</td>
<td>-0.001</td>
<td>-0.00115</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gas Mixture</th>
</tr>
</thead>
<tbody>
<tr>
<td>density, $\text{kg/m}^3$</td>
</tr>
<tr>
<td>viscosity, $\text{kg/(ms)}$</td>
</tr>
</tbody>
</table>
Figure 3.4 Instantaneous contours of solid volume fractions at $t=0.003$ sec for zero potential wall boundary condition: (a) same polarity, (b) opposite polarity.

Figure 3.5 Instantaneous contours of electric potential for zero flux boundary condition: (a) same polarity, (b) opposite polarity.

Table 3.2 Properties of phases used in the verification of Coulomb's law

<table>
<thead>
<tr>
<th>Solid Phase</th>
<th>Solid Phase-1</th>
<th>Solid Phase-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>density, kg/m$^3$</td>
<td>843.0</td>
<td>843.0</td>
</tr>
<tr>
<td>diameter, $\mu$m</td>
<td>500.0</td>
<td>500.0</td>
</tr>
<tr>
<td>particle volume fraction</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>case1 coulomb/m$^3$</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>case2 coulomb/m$^3$</td>
<td>-0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>
polyethylene (2.25 ([49], [50], [51])), $\varepsilon_g$ is the relative permittivity of gaseous mixture (1.026), and $\varepsilon_m$ is the relative permittivity of gas-solid mixture. The relative permittivity of gaseous mixture is obtained from a known composition of ethylene [52] and nitrogen [53] and their respective relative permittivities. The permittivity of gas-particle mixture from Eq. (3.6) is plotted as a function of the solids volume fraction in Figure 3.1. Using a linear fit to these data, we find

$$\varepsilon_m = 0.97 + 1.20\varepsilon_s = \varepsilon_g \left( \frac{2.17}{\varepsilon_g} - 1.20 \right)$$  \hspace{1cm} (3.7)

which is more convenient for finding $\varepsilon_m$ given $\varepsilon_s$ than Eq. (3.6). The total electric charge density $\rho$ is given by

$$\rho = \sum_{\alpha=1}^{N} q_{sa} \varepsilon_{sa}$$  \hspace{1cm} (3.8)

where $q_{sa}$ is the charge on the $\alpha^{th}$ solid phase per unit volume and $\varepsilon_{sa}$ is the volume fraction of the $\alpha^{th}$ solid phase. Substituting the permittivity of the gas-solid mixture and charge density in the electric field equation, we have an equation for the electric field given the particle charge:
\[ \nabla \cdot \left( \varepsilon_g \left( \frac{2.17}{\varepsilon_g} - 1.20 \right) E \right) = \sum_{\alpha=1}^{N} \frac{q_{s\alpha} \varepsilon_{s\alpha}}{\varepsilon_0} \] (3.9)

The curl of the electric field is zero \((\nabla \times E = 0)\) [62] and the scalar potential \(\varphi\) is defined as

\[ E = -\nabla \varphi \] (3.10)

Substituting for the electric field in Eq. (3.9) a Poisson equation for the electric potential is formed:

\[ \nabla \cdot \left( \varepsilon_g \left( \frac{2.17}{\varepsilon_g} - 1.20 \right) \nabla \varphi \right) = -\sum_{\alpha=1}^{N} \frac{q_{s\alpha} \varepsilon_{s\alpha}}{\varepsilon_0} \] (3.11)

This Poisson equation is coupled with the multi-fluid CFD model through the volume fractions of the gas and solid phases, and thus must be solved at every time step in the CFD simulation. In this work, the wall boundary condition for electric potential is zero (i.e., the walls are assumed to be grounded). The gradient of the electric potential found by solving Eq. (3.11) is used to obtain the electrostatic force. The electrostatic force acting on the \(\alpha^{th}\) solid phase is

\[ F_{q\alpha} = -q_{s\alpha} \varepsilon_{s\alpha} \nabla \varphi \] (3.12)

The steady-state charge \(q_{s\alpha}\) as a function of particle size is a required input for the model. Note that the electrostatic force is a function of charge and solids volume fractions \(\varepsilon_{s\alpha}\), hence, the multi-phase CFD model and Eq. (3.11) must be solved in a fully coupled manner.

### 3.2.1 Coupling of Electrostatic and Multi-Fluid Models

As described above, the electrostatic model needs to be coupled with the multi-fluid CFD model. The algorithm for the coupling is as follows.

Step 1: Solve the multi-fluid model equations shown in chapter 2 at every grid point. From the multi-fluid model we obtain the volume fractions of the gas and solid phases.

Step 2: Solve the Poisson equation (Eq. 3.11) for the electric potential using the volume fractions of the gas and solid phases from step 1 and the user-defined specified charges.

Step 3: Evaluate the electrostatic force (Eq. 3.12) using the gradient of the electric potential.

Step 4: Add electrostatic force to each of the solid-phase momentum equations and repeat steps 1-4 for the next iteration.
3.2.2 Verification of the Electrostatic Model

In this section the numerical implementation of the electrostatic model in FLUENT 6.3 is discussed. After the numerical implementation of the electrostatic model, the generic Poisson solver in FLUENT is verified by solving a simple test case with uniform volume fractions. After the verification of the Poisson solver, the multi-fluid CFD model is coupled with the electrostatic model and segregation due to electrostatics is studied using a simple test case where the volume fractions evolve due to the electrostatic force. Finally, a test case that verifies Coulomb’s law is performed.

3.2.2.1 Numerical implementation of the electrostatic model

FLUENT 6.3 has an option to solve for a user-defined scalar (UDS) field. The UDS for a multiphase system in FLUENT has the form

\[
\frac{\partial}{\partial t} (\varepsilon_g \rho_g \varphi) + \nabla \cdot (\varepsilon_g \rho_g u_g \varphi - \varepsilon_g \Gamma_g \nabla \varphi) = S_g
\]  (3.13)

The electric potential equation (Eq. 3.11) does not have the unsteady and convection terms. By canceling the unsteady and convection terms, the final form of the UDS equation is

\[
\nabla \cdot (\varepsilon_g \Gamma_g \nabla \varphi) = -S_g
\]  (3.14)

where \( \Gamma_g = \left( \frac{2.17}{\varepsilon_g} - 1.20 \right) \) and \( S_g = \sum_{\alpha=1}^{N} q_{\alpha \alpha} \varepsilon_{\alpha} \). This equation is solved at every time step using the built-in Poisson equation solver in FLUENT.

3.2.2.2 Verification of Poisson solver

The objective of this simulation is to check the generic UDS solver. A simple Poisson equation of the form

\[
\nabla^2 \varphi = -1(-1)
\]  (3.15)

is solved on a square domain in FLUENT and in MATLAB. The source term in the equation is negative and it is chosen to simplify the computation. The electric potential boundary condition
is zero at the walls. Note that there is no gas or solid flow and so the multi-fluid CFD model equations are not solved in this simulation. Contours of electric potential obtained are shown in Figure 3.2. As the source term is negative the computed electric potential is negative at the center of the square domain and zero near the walls. The contours plots obtained from simulations of FLUENT and MATLAB compare well and thus the generic UDS solver can be used to solve for electric potential with confidence.

### Table 3.3 Experimental conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>U/Umf</td>
<td>0.4</td>
</tr>
<tr>
<td>Gas velocity, (m/s)</td>
<td>0.522</td>
</tr>
<tr>
<td>Fluidization regime</td>
<td>Slugging</td>
</tr>
<tr>
<td>Column diameter, (m)</td>
<td>0.10</td>
</tr>
<tr>
<td>Column height, (m)</td>
<td>1.27</td>
</tr>
<tr>
<td>Charge of fine particles, (nC/Kg)</td>
<td>33395.8</td>
</tr>
<tr>
<td>Charge of wall particles, (nC/Kg)</td>
<td>-42820.9</td>
</tr>
<tr>
<td>Charge of dropped particles, (nC/Kg)</td>
<td>-706.1</td>
</tr>
<tr>
<td>Weight % of fine particles</td>
<td>0.45</td>
</tr>
<tr>
<td>Weight % of wall particles</td>
<td>1.54</td>
</tr>
<tr>
<td>Weight % of dropped particles</td>
<td>95.78</td>
</tr>
</tbody>
</table>

### Table 3.4 Properties of gas and solid phase used in the simulation

<table>
<thead>
<tr>
<th>Phase</th>
<th>Fine Particles</th>
<th>Wall Particles</th>
<th>Dropped Particles</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass %</td>
<td>0.50</td>
<td>3.50</td>
<td>96.0</td>
</tr>
<tr>
<td>density, kg/m³</td>
<td>843.0</td>
<td>843.0</td>
<td>843.0</td>
</tr>
<tr>
<td>diameter, µm</td>
<td>134.4</td>
<td>431.0</td>
<td>660.0</td>
</tr>
<tr>
<td>volume fraction</td>
<td>0.0023388</td>
<td>0.0163716</td>
<td>0.449</td>
</tr>
<tr>
<td>charge, coulomb/m³</td>
<td>0.02815</td>
<td>-0.0360</td>
<td>-0.000595</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phase</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>density, kg/m³</td>
<td>4.93</td>
</tr>
<tr>
<td>viscosity, kg/(ms)</td>
<td>1.821e-05</td>
</tr>
</tbody>
</table>

#### 3.2.2.3 Verification of the complete algorithm

The objective of this simulation is to check the total algorithm described in Section 2.1. The multi-fluid CFD model coupled with the electrostatic model is solved on a square domain. The width of the square domain is equal to the diameter of a pilot-plant reactor (D ~ 0.4-0.6m). There are no inlets or outlets and no gravitational forces in this test case. In reality the gravity
plays an important role in the segregation of the particles with wide particle size distribution. The gas and solid phases are initialized with zero velocity and uniformly distribution on the square domain. The goal of this test case is to observe if any segregation occurs due to the presence of charges on the solid phases. The wall boundary condition for the electric potential is zero. To approximate realistic conditions, the multi-fluid CFD model is used to solve for one gas and three solid phases. The gas- and solid-phase properties are shown in Table 3.1. From Table 3.1 we see that the mean charge is negative, small particles have positive charge, medium and large particles have negative charge. The solid phase density is approximated to polyethylene density, and the diameter and volume fractions of the solid phases, representative of actual polymerization reactors, are obtained from the quadrature method of moments [7].

The electric potential evolves as the simulation progresses due to segregation of charged particles. The instantaneous contours of electric potential and volume fractions of all solid phases are shown in Figure 3.3. A non-uniform electric field develops due to the presence of charged particles, and the gradient of the electric potential causes the particles to segregate inside of the square domain. As seen from the contour plot, the electric potential is zero at the walls and negative at the center of the domain. The electric field points from a region of a high potential towards low potential. Any positively charged particle will move from the high to the low potential and vice-versa for a negatively charged particle. In this simulation the negatively charged larger particles move towards the walls, and the positively charged small particles towards the center of the domain. At t=0.6 sec, a band of solid phase is formed with the larger particles found near the wall, and the medium size particle sandwiched in between the large and small particles. A higher volume fraction of large particles is found near the walls because of the presence of high charge on them. Another simulation was performed with zero charge on all the solid phases and no segregation of particles was observed. From these simulations, we can conclude that segregation is observed only due to electrostatics, and that the fully coupled CFD model is able to capture particle segregation due to electrostatics. It is important to note the typical computation time of the fully coupled model and the multi-phase CFD model with electrostatics. For a two-dimensional pilot plant scale simulations the fully coupled model computes 10-10.5 sec and the multi-phase CFD model calculates 9.5-10
sec of flow time in one day on a high performance parallel computing machine at Iowa State University. These typical computation times show that the inclusion of the electrostatic model does not add extra computational resources.

### 3.2.2.4 Verification of basic law of electrostatics

The aim of these test cases is to verify that the fully coupled CFD model is able to capture the phenomenon where like charges repel and unlike charges attract. The multi-fluid CFD model solves for one gas and two solid phases in a square domain. The properties of the gas and solid phases are shown in Table 3.2. The left half of the square domain is filled with a volume fraction of 0.25 of solid phase 1, and the right half of the square domain with volume fraction of 0.25 of solid phase 2. The density and particle size of both solid phases are the same. Two cases are run to illustrate that the model predicts that like charges repel and unlike charges attract. In the first case the magnitude and polarity on both phase are the same, and in the second case the magnitude is same but opposite in polarity. The electric potential at the walls is zero. Figure 3.4(a) shows the instantaneous volume fraction of solid phases 1 and 2 for the first case. Since the solid phases have the same polarity they repel each other. In the second case shown in Figure 3.4(b), the solid phases are attracted to each other along the centerline. These simulations verify that the fully coupled CFD model is able to capture the basic phenomena observed in electrostatics.

Verification cases are also done with zero-flux boundary condition for the electric potential. Two cases are run similar to zero potential boundary condition. In the first case the magnitudes and polarities on both phases are the same, and in the second case the magnitudes are the same but they are opposite in polarity. Figure 3.5 shows the instantaneous contours of electric potential for the same and opposite charge cases. In the case for opposite polarity, particles segregate towards the center of the square domain as shown in Figure 3.6(a). When the solid phases have the same polarity and zero-flux boundary conditions (Figure 3.6(b)), the particles behave as neutral and no segregation is observed. The electric potential is uniform and the gradient of the potential, which causes segregation, is zero.
3.3 Electrostatic Model Validation

Sowinski et al [2, 54] used an online Faraday cup technique to measure the electrostatic charge of the particles in their entirety using a lab-scale gas-solid fluidized-bed. The system was operated with dry air and with a wide size distribution of commercially produced polyethylene particles. The experiments were conducted at two different fluidization regimes, bubbling and slug flow. Bipolar charging was observed with fine entrained particles being predominantly positively charged and the bulk bed particles being predominantly negatively charged. The charge-to-mass ratio \( \frac{q}{m} \) of the particles was measured and used as an input to the electrostatic model. Solid phase distribution in the CFD simulations were compared with the experimental observations. The remainder of this article is organized as follows. First, the description of the experiments is presented where the experimental set-up, procedure conditions, and observations will be described. The second section discusses the CFD model, simulation parameters and boundary conditions. The third section describes the simulation results and comparison with experiments. The final section summarizes the conclusions of this work.

3.3.1 Experimental Set Up

The following section gives a brief summary of the experimental set up, procedure, overview of conditions and observations. For more details, refer to Sowinski et al. [2]. A schematic diagram of the experimental set-up is shown in Figure 3.7. The fluidization column is made of carbon steel with a 0.0859 m inner diameter and 1.27 m in height. The cylindrical column consists of two online Faraday cups, one at the top and the other at the bottom, below the distributor plate. A filter bag at the top of the column is used to capture the entrained fines and a modified knife gate valve is used as the distributor plate. A Faraday cup is used as an online technique that enables the measurement of the overall net particle charge. The bottom Faraday cup measures the bulk charge on bed particles and the top Faraday cup measures the cumulative charge of the entrained fine particles. Dry air or nitrogen is used as the medium to fluidize polydisperse polyethylene particles.
Figure 3.7  Experimental set up of lab scale fluidized-bed (copied from Sowinski et al. [2]).
3.3.2 Experimental Procedure

The experiments were performed to investigate the effect of fluidization gas velocity on the electrostatic charges generated inside the bed. Before each run the entire system is purged with fluidizing medium and cleaned to remove any particles adhered to the wall. The fluidization column and the distributor plate are grounded to remove any accumulated charge between experiments. The charge and mass of a sub-sample the INITIAL particles is measured before they are placed inside the fluidization column. Particles are fluidized at a desired superficial gas velocity for a set period of time. After the completion of the fluidization period, the fluidizing gas is turned off. The filter bag is removed, and the charge and mass of the entrained fines is measured. A sample of fines is then used for particle size analysis. These entrained particles are called FINES. The knife gate valve, which acts as distributor plate, is opened to allow the bed particles to drop into the bottom Faraday cup. The mass and net charge of bed particles is measured. These particles are referred as DROPPED. If any particles are observed to be sticking to the column wall, their layer thickness and height are measured. These particles are referred as WALL. The charge of wall particles was measured by tapping the sides of the column to deposit several of these into the bottom Faraday cup. The particle size analysis of the dropped and wall particles was also performed. From the analysis, the mean particle size of FINES, WALL and DROPPED particles is obtained and used in the CFD simulations.

3.3.3 Overview of Experiments

The fluidization gas velocity is varied and it corresponds to two fluidization regimes, namely the bubbling and slug flow regimes. The gas velocity and mean particle size for each regime are shown in Table 3.5. The CFD simulations are performed with one gas phase and three particle phases (FINES, DROPPED and WALL). Particle mass, net charge and the mean size of each group (FINES, DROPPED and WALL) measured after fluidization are used to initialize the CFD model. The particle mass is used to compute the initial volume fraction and the net charge is used to calculate the electrostatic forces. The CFD model does not include charge generation, dissipation or transfer between particle-particle collisions or particle-wall collisions.
and so charge on the particle phases is assumed to remain constant during the simulation.

Table 3.5  Experimental conditions, $U_{mf} = 0.131$m/s

<table>
<thead>
<tr>
<th>Flow Regime</th>
<th>$U/U_{mf}$</th>
<th>DROPPED, $\mu$m</th>
<th>WALL, $\mu$m</th>
<th>FINES, $\mu$m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubbling</td>
<td>1.5</td>
<td>712.3</td>
<td>346.4</td>
<td>69.2</td>
</tr>
<tr>
<td>Slug Flow</td>
<td>4.0</td>
<td>660.1</td>
<td>431.3</td>
<td>134.4</td>
</tr>
</tbody>
</table>

3.3.4  Experimental Results

Before each run the initial net charge of the particles was measured by a bench-scale Faraday cup using a small sample from the initial bed mass. The details of the measurement technique are not described here and can be found in [2]. The bulk charge measured before fluidization is predominantly negative for all experimental runs. The entrained fine particles (FINES) are captured by the filter and found to be positively charged. After fluidization is stopped, the charge of the bed particles was measured in two sections. The particles that dropped when the distributor plate was opened (DROPPED) and the particles that were stuck to the wall of the column (WALL). First the charge on the DROPPED particles and then the WALL particles were measured by taking a picture of the wall layer from below and performing some analysis. The thickness and the height of the WALL particles attached to the column wall were also measured. The charge of WALL particles is then measured by tapping the side of the column. Both the dropped and wall particles were predominantly negatively charged and it is important to note that the wall particles had a higher charge-to-mass ratio compared to the dropped particles.

Figure 3.8 shows the particle segregation observed in the experiments, with the fines at the top of the bed, wall particles at the column wall close to the distributor plate and the dropped particles at the center of the bed. Table 3.6 shows the mass and charge of each particle group in the bubbling and slug flow regimes. Table 3.7 shows the height and thickness of the particles attached to the wall in both flow regimes. Ideally, given the initial particle size distribution, the CFD simulation should predict the mean size of each particle group, charge and segregation pattern. Such predictions are beyond the capabilities of the current multi-fluid and electrostatic model. In the current CFD simulations, the mean particle size and charge
from the experiments for each particle group are used as an input to predict the hydrodynamic and electrostatic segregation.

![Diagram of particle distribution](image)

**Figure 3.8** Particle distribution of the FINES, DROPPED and WALL particles after fluidization.

<table>
<thead>
<tr>
<th>Regime</th>
<th>Mass, g</th>
<th>Charge, μC/Kg</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DROPPED</strong></td>
<td>Bubbling</td>
<td>1023.04</td>
</tr>
<tr>
<td></td>
<td>Slug</td>
<td>1009.04</td>
</tr>
<tr>
<td><strong>WALL</strong></td>
<td>Bubbling</td>
<td>22.82</td>
</tr>
<tr>
<td></td>
<td>Slug</td>
<td>16.26</td>
</tr>
<tr>
<td><strong>FINES</strong></td>
<td>Bubbling</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>Slug</td>
<td>4.71</td>
</tr>
</tbody>
</table>

### 3.4 CFD Simulation Conditions and Parameters

The fluidized-bed in Fig. 3.7 is a cylindrical column with 0.0859 m inner diameter and 1.27 m in height. The center plane of the bed is used and simulated as a two-dimensional geometry. A three dimensional simulation would be realistic, but is computationally expensive.
Table 3.7  Experimental observations

<table>
<thead>
<tr>
<th>WALL particles</th>
<th>Thickness, mm</th>
<th>Height, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubbling</td>
<td>0.5-0.75</td>
<td>300</td>
</tr>
<tr>
<td>Slug Flow</td>
<td>2-3</td>
<td>100</td>
</tr>
</tbody>
</table>

for simulating one gas and three solid phases. The thickness of wall coating is small (0.5 - 3 mm) and a two-dimensional simulation can be run to represent the fluidized-bed. A uniform grid size of 4 mm are used in all the simulations. This grid size is used, so as to balance the accuracy of results with computational time. The uniform grid size can be used to represent the macro scale behavior such as bed height, pressure drop, bubble shape and bubble dynamics.

To simulate the thickness of wall coating a refined non uniform grid with 2.5 mm grid size at the center and 1 mm grid near the wall is also used. The initial bed height is 0.34 m with the total solids volume fraction of 0.63. The initial volume fraction and charge of each particle phase is shown in Table 3.8. The volume fraction is computed based on the mass of each particle phase (FINES, WALL, DROPPED) after fluidization, from the experiment. The particle charge measured in the experiments is multiplied by the particle density and the resulting charge density is used as an input in the model. Simulation conditions are shown in Table 3.9. The simulations are divided in two stages. At flow time equal to zero, the three particle groups are uniformly distributed. In the first stage, simulations are run from flow time equal to zero to eighty seconds. The last seventy seconds are time averaged. At flow time equal to eighty seconds, the gas flow is stopped and the bed is allowed to settle. In the second stage, after the bed is settled the gas velocity inlet boundary condition is changed to pressure outlet and the particles are allowed to drop down. The simulations are run for twenty seconds of flow time for particles with and without charge for both flow regimes. With the non-uniform refined grids, only the first stage is simulated for 15 seconds of flow time and the last ten seconds are used for time averaging. Unless mentioned, the results presented are for the uniform grid size. Simulation without particle charge are the conventional two-fluid models and act as base case for comparison.

The fluidized-bed is initialized with three particle phases distributed uniformly. Fixed gas velocity is specified at the inlet. At the outlet, a pressure boundary condition is specified. For
Table 3.8  Particle volume fraction and charge used in the CFD simulations

<table>
<thead>
<tr>
<th>Volume fraction</th>
<th>FINES</th>
<th>DROPPED</th>
<th>WALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubbling</td>
<td>0.00039</td>
<td>0.6158</td>
<td>0.0137</td>
</tr>
<tr>
<td>Slug</td>
<td>0.00280</td>
<td>0.6074</td>
<td>0.0097</td>
</tr>
<tr>
<td>Charge (C/m³)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bubbling</td>
<td>0.0175</td>
<td>-0.0005636</td>
<td>-0.0461</td>
</tr>
<tr>
<td>Slug</td>
<td>0.0281</td>
<td>-0.0005952</td>
<td>-0.0361</td>
</tr>
</tbody>
</table>

Table 3.9  Simulation conditions and parameters

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas velocity, bubbling bed, m/s</td>
<td>0.1965</td>
</tr>
<tr>
<td>Gas velocity, slug flow, m/s</td>
<td>0.524</td>
</tr>
<tr>
<td>Gas density, kg/m³</td>
<td>4.93</td>
</tr>
<tr>
<td>Gas viscosity, kg/ms</td>
<td>1.8e-05</td>
</tr>
<tr>
<td>Particle density, kg/m³</td>
<td>843.0</td>
</tr>
<tr>
<td>Restitution coefficient, e</td>
<td>0.8</td>
</tr>
<tr>
<td>Discretization scheme (spatial, temporal)</td>
<td>Second order</td>
</tr>
<tr>
<td>Time step, s</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

the gas phase, a no slip wall boundary condition is used. A no slip wall boundary condition is used for the particle phase. The wall is assumed to be grounded and zero electric potential is used. The influence of the particle phase and potential boundary conditions will be described in detail in the results section.

3.5  Simulation Results

In this section, bubbling bed and slug flow simulation results and comparison with experiments will be discussed. The instantaneous contours of gas volume fraction for the bubbling bed and slug flow are shown in Figure 3.9 and Figure 3.10. It is important to note that the same fluidized-bed (diameter: 0.0859 m, height: 1.27 m) column is used for both flow regimes, though the simulation contour plots show different column width. Second order discretization schemes are necessary to resolve the bubble shape, as bubbles resolved by first order methods result in unphysical and pointed structures due to numerical diffusion. Large gas bubbles close to bed width characteristic of slug flow regime are shown in Figure 3.10.

The measured bed-height from experiments is 0.478 m and 0.958 m in the bubbling-bed and
Figure 3.9  Instantaneous contours of gas volume fraction in bubbling-bed at different flow times. (a) 2.30 s (b) 2.70 s (c) 3.30 s (d) 5.50 s (e) 5.70 s.

Figure 3.10  Instantaneous contours of gas volume fraction in slug flow at different flow times. (a) 0.22 s (b) 0.62 s (c) 1.02 s (d) 1.62 s (e) 1.82 s.
slug flow regime. The gas velocity is higher in the slug flow regime ($4.0U_{mf}$) compared to the bubbling-bed ($1.5U_{mf}$) and so bed expansion is higher. The multi-fluid simulations predicted time average bed height of 0.46 m and 0.7 m. The bubbling bed height simulation results compared reasonably well with the experimental measurements, but there is a difference in the slug flow bed height. The column is made of carbon steel and so it is not possible to make visual observations of the expanded bed height and therefore difficult to measure. Measurements are made by looking down from the top of the column. The bed in the bubbling regime is more stable and easier to record than compared to slugging where the bubbles burst. The slug flow simulations predicted the bubble burst and instantaneous bed height of 1.0 m is observed at some flow times.

![Figure 3.11 Instantaneous contours of (a) electric potential (Volts)(b) radial component of electric field (Volts/m) in the bubbling fluidized-bed.](image)

The presence of charge on particles, creates an electric field that causes the particles to segregate depending upon the particle charge, polarity and local electric potential. From experimental measurements (Table 3.6), the overall bed charge is negative and this is due to high volume fraction of negatively charged WALL and DROPPED particles. Figure 3.11 shows the contours of instantaneous electric potential and electric field from bubbling-bed simulations. The electric potential is negative below and positive above the bed height. Such opposite polarity is observed [55, 56, 57] in the case of bipolar charging. Due to the drag force, the fine
Figure 3.12  Instantaneous contours of (a) electric potential (Volts) (b) radial component of electric field (Volts/m) in the slug flow fluidized-bed.

particles segregate towards the upper section of the fluidized bed and positive electric potential is observed, while the bigger bed particles move towards the lower section and hence negative potential below the bed height. The contours of the electric field represent the absolute value of the gradient of the potential in the radial direction. The contours show high electric potential gradients near the wall close to the distributor, which causes the highly negatively charged particles to segregate. Figure 3.12 shows the contour of instantaneous electric potential and electric field for the slug flow simulations. The region where the potential changes sign is different in the bubbling-bed and slug flow, due to the difference in the bed-height. In the bubbling-bed, high electric potential gradients are observed up to bed-height of $\sim 0.15$ m and $\sim 0.08$ m in the slug flow.

The segregation of particles due to electrostatic forces is explained using Figure 3.13. Assume a situation where the electric potential is positive at location $x_1$ inside the bed and zero at the wall, $x_0$. The electrostatic force in the radial direction is defined by $F_{qx} = -q\varepsilon_p (\nabla \varphi)_x$. The potential gradient at the two locations $(x_0, x_1)$ is approximated as $(\varphi_1 - \varphi_0)/(x_1 - x_0)$ and this is positive in this given condition. Assuming, the electrostatic force is most significant of all forces, it would be important to know the motion of a charged particle at the location $x_1$. The potential gradient is positive, the direction of the electrostatic force is now dependent
upon the polarity of the charged particle. If a positively charged particle is at location \( x_1 \), the electrostatic force acts on the particle and segregate towards the wall. This can also be explained as a positively charged particle in a positive potential region would cause repulsion and the particle will segregate. According to the analysis, as the potential in region below the bed height is negative and zero wall boundary condition, a negatively charged particle in this region would segregate towards the wall. For the same reason, a positively charged particle above the bed height would segregate towards the wall.

\[
\begin{array}{c|c}
\varphi_0 &= 0 \\
\varphi_1 &= +ve
\end{array}
\]

\( x_0 \quad x_1 \)

Figure 3.13 Illustration to explain particle segregation due to electrostatic forces.

### 3.5.1 Particle Segregation

In the CFD simulations, a zero wall boundary condition for the electric potential is used. The walls are grounded only between experiments and hence a zero potential boundary condition is incorrect. A dynamic boundary condition needs to be used, which is a function of local collisions between the polyethylene particles and the column wall made of carbon steel. The work function of carbon steel \( \sim 4.5 \text{ eV} \) and polyethylene is \( \sim 5.3 \text{ eV} \), so the collisions will cause the polyethylene particles to be negatively charged and the column wall to be positively charged. Carbon steel is at the center of the triboelectric series [58], which shows that there is less tendency to gain or lose electrons and zero potential boundary condition is a reasonable assumption. It is important to note that using zero potential boundary condition would reduce the electrostatic forces (the gradient of the potential is less with zero boundary condition compared to a positive potential), but does not change the segregation pattern of the WALL and DROPPED particles.
The solid phase distribution in the bubbling-bed case will be discussed next. The volume fraction and particle size of fine particles is small compared to the wall and dropped particles. All the fine particles entrained out of the fluidized-bed due to gas-particle drag force in the first fifty seconds of flow time, and the results are independent of the presence or absence of charge. Figure 3.14 shows the mean volume fraction of wall particles without and with charge. When charged, the wall particles segregate (Fig. 3.14 b) towards the column wall close to the distributor plate. A uniform distribution (Figure 3.14 a) of wall particles is observed when there is zero charge on the particle phase. The observations in the experiments compare well with charged case. From the contour plot the height of the wall coating is 150 mm and the experimental measured value was 300 mm. The simulations need to be run with high grid resolution to compare the measured thickness of wall coating (0.5 - 0.75 mm). The grid size used in the simulations is 4 mm and so the thickness of wall coating is not captured by the uniform grids. To capture the wall thickness, a non uniform refined grid with 2.5 mm grid size at the center and 1 mm grid size near the wall is used. This grid is also not sufficient to resolve the bubbling-bed case near the wall but adequate for the slug flow case.

Figure 3.15 shows the mean volume fractions of WALL particles with refined non uniform grids. In the bubbling-bed case, the thickness of the wall particles extends from 3 - 4 cells (3 - 4 mm) with high particle volume fraction in the first cell. Figure 3.16 shows the mean volume fraction of DROPPED particles without and with charge. The particle volume fraction is high near the walls for the charged case compared to uncharged case. In the slug-flow simulations, 90 percent of the fine particles entrained in the first fifty seconds of flow time. Though the gas-velocity is high in slug flow condition, the FINE particle size is bigger than in bubbling-bed case and some fine particles are left inside the bed. Figure 3.17 shows the mean volume fraction of WALL particles in the slug-flow simulations. The height of the wall coating in slug flow simulations is 80 mm compared to 100 mm in experiments. In the refined case (Figure 3.18) in the slug-flow case the WALL particle thickness is 5 - 6 cells (5 - 6 mm) with high volume fraction in the first two cells. Figure 3.19 shows the solid phase distribution of DROPPED particles in the slug flow simulation. Higher particle volume fractions are observed for the charged case similar to the bubbling bed.
Figure 3.14  Mean volume fraction of WALL particles in bubbling-bed simulations. (a) zero charge (b) charged.

Figure 3.15  Mean volume fraction of WALL particles in bubbling-bed simulations with refined grid. (a) charged (b) left wall near the distributor (c) left wall near the distributor with different range.
Figure 3.16 Mean volume fraction of DROPPED particles in bubbling-bed simulations. (a) zero charge (b) charged.

Figure 3.17 Mean volume fraction of WALL particles in slug flow simulations. (a) zero charge (b) charged.
Figure 3.18  Mean volume fraction of WALL particles in slug flow simulations with refined grid. (a) charged (b) left wall near the distributor (c) left wall near the distributor with different range.

Figure 3.19  Mean volume fraction of DROPPED particles in slug flow simulations. (a) zero charge (b) charged.
3.5.2 Particle Discharge

In the experiments, after the bed is fluidized for a period of time, the gas is shut off and particles are allowed to settle. After the bed is settled, the distributor plate is removed and particles are allowed to drop down in the bottom Faraday cup. After all the bed particles dropped down, there are particles sticking to the column wall, known as WALL particles. The objective of the particle discharge simulations is to simulate the qualitative observations in the experiments. In the simulations at flow time equal to 80 seconds, the gas inlet velocity is initialized to zero and the particles are allowed to settle to close packing. The inlet boundary condition is changed to pressure outlet and the particles are allowed to fall down. The simulations results for the bubbling-bed case will be discussed here. Simulation with and without particle charge are run for twenty seconds of flow time. All the particles dropped down when there is no charge in the first 3-4 seconds. For the charged particle case, the DROPPED particles dropped down, but the WALL particles are still present at the wall. Only ten percent of the wall particles dropped down during the twenty seconds of flow time after the boundary conditions are changed. The electrostatic forces on the WALL particles are high enough to prevent the particles to drop down, but the boundary condition does not allow the particles stick permanently. It is expected that the wall particles would eventually fall down, if the simulations are run for a long time.

3.5.3 Model Sensitivity Study

All the fluidized-bed experiments are repeated two to three times and an error bar is associated with the measurements. The mean particle size in each group is reasonably close in all the experiments, but the charge measurements have an error bar with variation of more than ten percent [2]. To study the sensitivity of the electrostatic model two cases are simulated. In the first case (case 1), the magnitude of the charge of each particle phase is increased by ten percent and in the second case (case 2), decreased by ten percent. The size of each particle phase and other simulation conditions are the same as the original case. The contours of mean volume fraction of WALL particles for bubbling bed is shown in Figure 3.20 and slug flow in
Figure 3.21. The segregation of the particle phase in both cases is similar to the original case and the height of the WALL particles did not change appreciably. The mean charge in the bed is increased or decreased by ten percent, when the charge on each particle phase is varied by ten percent. As the mean charge is still negative, the highly negative charged WALL particles segregated towards the column wall and the less negatively charged DROPPED particles moved to the center of the bed.

![Figure 3.20 Mean volume fraction of WALL particles in bubbling bed: (a) case 1 (b) original case (c) case 2.](image)

### 3.6 Conclusions

The predictions of the electrostatic model [59] are compared with experimental observations. The model predicted the hydrodynamic and electrostatic segregation observed in the experiments. The height of the wall coatings in both flow regimes are predicted fairly accurately. The model was able to predict mean properties such as bed height and solid phase distribution inside the bed, even though a mechanistic model for the adhesion of particles to the column wall and charge generation or dissipation is not accounted for. The prediction of the wall particles is important for the smooth operation of the process. In a reactive environment such as polymerization and catalytic processes, poor mixing near the walls would cause the wall particles to melt and could result in sheets. The sheets can be formed in different regions of
the fluidized-bed depending upon the local potential, particle charge, particle polarity (bipolar charge effects) and can result in process upsets. CFD simulations can be used to predict regions of sheet formation and help reduce such process upsets. For future numerical studies, it would be of interest to develop a model for charge generation and dissipation in order to predict the evolution of the particle charge.
4 PILOT SCALE REACTOR SIMULATIONS

4.1 Introduction

The objective of this work is to apply the developed electrostatic model on the pilot-plant reactor and to understand the effects of charged particles on the hydrodynamics of the fluidized-bed reactor. Gas-solid fluidized-beds can be modeled using two approaches, namely Euler-Lagrange and Euler-Euler. The Euler-Lagrange models ([35], [3], [34]) consider the gas phase as a continuum and Newton’s equations are solved for each solid phase at the particle level. The trajectory and motion of each particle is calculated at each time step, and this increases computational resources so that there is a limitation of the number of particles used in large-scale simulations. At present these models are restricted to dilute gas-solid flows or laboratory-scale experiments. The Euler-Euler models ([60], [61], [7]) treat the gas and solid phases as interpenetrating continua. The solid pressure and viscosity are obtained using the kinetic theory of granular flow and frictional theory. These models can be used to simulate large-scale reactors like pilot-plant or commercial reactors.

In this work an Euler-Euler model is used to model a pilot-plant-scale polymerization fluidized-bed reactor. There are only a few works in the literature that deal with modeling of large-scale pilot-plant or commercial reactors. Gobin et al. [32] used the Euler-Euler approach to simulate a commercial-scale fluidized-bed reactor. They did two- and three-dimensional simulations to obtain the mean flow properties, such as volume fraction, bed height, and pressure drop, and their results matched well with the experimental data. Fan et al. [62] used the Euler-Euler approach to predict hot spots in a pilot-plant fluidized-bed reactor. In their work they developed a chemical reaction engineering model and the quadrature method of moments (QMOM) was used to predict the final polymer particle size distribution and temperature.

Only a limited number of publications deal with modeling of electrostatics in gas-solid fluidized beds. Mahdi et al. [9] analyzed gas-particle flow in a vertical riser. They neglected
hydrodynamic segregation and studied segregation due to the presence of charge on particles. They assumed a prescribed charge on all particles and observed radial segregation in the riser. Shih et al. [46] used a two-fluid model to study the shapes and sizes of bubbles with and without an electric field and assumed a fixed charge on particles. They did simulations on a two-dimensional bed with a central jet and simulated a flow time of one second. The above two works on electrostatics were for monodisperse cases. In this work we develop an electrostatic model for a polydisperse case and couple it with a multi-fluid CFD code. The electric field is computed at every grid point and time step. Using the quadrature method of moments three solid phases are used to represent the polymer particle size distribution. The volume fractions of each solid phase are obtained from the weights and abscissas found using QMOM [62]. The charge on each solid phase is assumed to be a function of the particle size and is used as an input to the electrostatic model. In its present form, the CFD model does not account for charge generation or dissipation. The approach is verified with a simple test case and validated with published literature as shown in previous chapter and then applied on the pilot-plant-scale olefin polymerization fluidized-bed reactor.

This work is organized as follows. The second section deals with the coupling of polymerization kinetics and computational fluid dynamics. The third section describes the application of the electrostatic model to a pilot-plant polymerization fluidized-bed reactor. Three cases are considered here. The first is the effect of the magnitude of charge on the distribution of solid phases, the second is the continuous injection of catalyst in the fluidized bed, and the third is the effect of electrostatics on entrainment of fines. The effect of grids used on the computation of electrostatics is presented in fourth section. A test case is taken to show that a uniform grid is required to predict accurate segregation of particles. Three-dimensional simulations are performed for the case of the effect of magnitude of charge on the distribution of solid phases are also presented. The final section reports the conclusions.

4.2 Polymerization Reaction Kinetics and Fluidized-Bed Dynamics

The solid phase residence time for polyethylene polymerization is on order of hours and the time scale of fluid dynamics is on the order of seconds. It is computationally expensive to run
a CFD simulation for hours. In this work the CFD model is decoupled with the polymerization reaction part. Given a catalyst size distribution and using the reaction engineering model developed by Fan [6] the steady state polymer size distribution can be obtained. The CFD simulation is initialized with steady state polymer size and during the simulation the assumption is that the change in particle size and temperature is small.

4.2.1 Pilot-Plant Process

After the verification and validation of the electrostatic model in the previous chapter, the CFD model is applied to a pilot-plant fluidized-bed reactor. A sketch of a typical pilot-plant polymerization fluidized-bed reactor is shown in Figure 4.1. The reactor consists of three zones, namely a fluidized-bed zone, a disengagement zone, and a dome section. The disengagement zone has a larger diameter (2-4 D) than the fluidized zone (D) so as to reduce the gas velocity to minimize the entrainment and elutriation of catalyst and polymer particles. The initial bed height is 4-6 D. The value of D is in the range of 0.4-0.6 m. The fluidizing medium comprises of a gas mixture of monomer (ethylene), comonomer, hydrogen and inert gases. The gas is operated at a velocity of 7-9 times the minimum fluidization velocity of the polymer particles. As the gas passes through the bed of particles it diffuses through a growing porous polymer and reaches the active sites of the catalyst where the reaction takes place. The polymer particles grow in size (500-3000 micro-meters) until the catalyst is deactivated. Due to segregation based on size, the smaller particles move towards the disengagement zone and, if the gas velocity is high enough, then the particles will entrain out of the reactor. The larger polymer particles gain weight during the polymerization reaction and move towards the bottom, and are removed periodically near the distributor plate. In the CFD simulations the size of the polymer particles does not change and they will not be removed from the fluidized-bed reactor.

4.2.2 Multi-scale Features of Polymerization Fluidized-Bed Reactors

Figure 4.2 shows the different phenomena and length scales associated with olefin polymerization in fluidized-bed reactors. The length scales are divided into three scales of interest: microscale (1-100 A), mesoscale (10-3000 microns) and macroscale (1-10 m). On the microscale,
Figure 4.1 Sketch of a Unipol pilot scale gas-phase polymerization fluidized-bed reactor.

the active sites are where the reaction takes place. The important steps at this scale are: initiation of active sites, chain propagation, chain transfer and deactivation of active sites. The polymerization mechanism has to be modeled correctly as it affects the mesoscale processes. The molecular weight distribution and particle composition depends on the polymerization chemistry. During the early stage of polymerization, particle fragmentation takes place due to hydraulic forces. The mesoscale accounts for features at the particle length scale. At this scale the heat and mass transfer to and from the particle are important. There are several models that deal with processes at the single particle level. Also, as described earlier, there are effects of thermal and electrostatic phenomena at the mesoscale. At the macroscale, there are additional features like segregation, mixing of polymer particles due to bubbles and elutriation/entrainment that must be modeled.

Phenomena over a wide range of length scale are involved in fluidized-bed polymerization reactors. The reactor diameter is on the order of meters, the particle diameter varies from 10-3000 microns, sub-fragments are on the order of 1-10 nanometers and catalyst active sites are of the order of angstroms. In order for reaction to occur, the monomer must diffuse
Figure 4.2 Multi-scale phenomena associated with olefin polymerization fluidized-bed reactor. Across the boundary layer surrounding the particle, through the macropores in the particle, and to an active site of the catalyst where the polymerization reaction takes place. Because the catalyst is injected continuously, the residence time of each particle is different. Hence, the particles will have different sizes resulting in a particle size distribution (PSD). Under unfavorable operating conditions, particles can agglomerate or break into fragments depending on the local temperature and produce a wide distribution of particle sizes. A wide distribution of particle sizes can cause phenomena such as segregation and elutriation. Large particles produced by polymerization and agglomeration move towards the bottom of the reactor where they are removed. This phenomenon can result in particle segregation. At high gas velocities smaller particles are elutriated through the top of the reactor. Heat and mass transfer to and from the particle controls the local particle temperature and phenomena like agglomeration and breakage. The reaction kinetics depends upon the heat and mass transfer to the active sites. All of the above stated phenomena are highly coupled and have a strong influence on the hydrodynamics of the fluidized bed. At present, it is difficult to have a single model that can explain all of the multiscale phenomena of fluidized-bed polymerization reactors. Because the
time scale of the polymerization reaction is of the order of hours and the fluid dynamic time scales are on the order of seconds, it is too expensive to run a three-dimensional CFD simulation that captures the entire range of time scales using the current computational resources and codes. Thus, in the present work, the reaction processes occurring on long time scales are decoupled from the fluid mechanics as described below.

A wide range of phenomena with disparate length and time scales are involved in the production of polyethylene using fluidized-bed reactors. A simple mechanistic scheme [62] is used to describe the microscale polymerization kinetics. The fundamental reactions considered are the initiation, propagation and termination of the active sites. A uniformly distributed lumped thermal model is used to represent the mesoscale phenomena and a chemical reaction engineering model solves the mass, energy and species balances for an individual growing particle. The catalyst size distribution is represented by a few nodes using the QMOM, and the CRE (chemical reaction engineering) model [62] is applied on the nodes and the final polymer size distribution is obtained. The CFD model is now initialized with the polymer PSD (particle size distribution). The results from the CRE and multi-fluid models can be used to describe the macroscale phenomena such as segregation, entrainment in the reactor. This macroscale information is useful in design and scale-up of fluidized-bed polymerization reactors.

4.2.3 Industrial Scale Reactors

The reactor modeled in this work is a pilot-plant-scale, so it is important to look at experimental evidence of fouling in pilot-plant/commercial-scale fluidized beds. There is abundant patent literature with evidence of agglomerate formation in commercial-scale olefin polymerization fluidized-bed reactors. These experimental results are different from the academic lab-scale fluidized-bed results discussed in previous chapter since one needs to consider the nature of the highly exothermic polymerization reaction and where it is taking place. Ali and Hagerty [63] used a two-stage reactor system to produce bimodal ethylene polymer compositions. They claimed to prevent pressure tap fouling in the first fluidized bed and avoid fouling in a downstream gas fluidized by adding 0.1-0.6 ppmv of water. Goode et al. [64] also used water around 3 ppmv to reduce the electrostatic effects. Addition of water aids to increase the charge dissi-
pation rate by increasing the electrical conductivity. Ali et al. [65] used tetraethylorthosilicate (TEOS), 16-40 ppm for reducing negative static and water for positive static in the bed. Brant et al. [66] used a catalyst that contains a static modifier, which is effective in inducing the static charges and does not substantially interfere with catalyst activity. Brown and O'Shaughnessy [67] used a mixture of aluminum or chromium salts of an alkylsalicylic acid and alkali metal alkyl sulfo succinate, Chirillo et al. [68] used vanadium- or titanium-based compounds as catalysts together with alkyl aluminum co-catalysts, Poliafico et al. [69] used hydroxyethyl alkylamine or its derivatives, Wilcox [70] used alkyl sulfo succinate agents, Eisinger et al. [71] and Fulks et al. [72] used titanium-based catalysts to reduce or eliminate electrostatic effects, and recently Neal-Hawkins et al. [73] and McKay et al. [74] used antistatic agents on supported catalysts to reduce static or fouling problems. Bartilucci et al. [75] took a polymer sample exiting the reactor and measured the charge using Faraday drums and then, based on the range of accepted values and polarity of the sample, a negatively- or a positively- charged chemical is added. Muhle and Hagerty [76] monitored acoustic emissions and determined events, such as the onset of reactor stickiness, sheeting. Markel and Agapiou [77] measured entrainment static and then added control agents to alter the bed charges. Llinas and Selo [78] used temperature probes to find out fluctuations in temperature, which are indicative of onset of sheeting. Haardt et al. [79] fitted detection devices to the fluidization grids and used the signals whenever agglomerates or sheets hit the devices. Muhle et al. [80] coated the reactor using a titanium based compound of 100 micron thickness to reduce buildup of static on reactor walls. Mihan et al. [81] used an antistatic layer of 0.1-800 microns thickness to coat the inner walls of the reactor. The coating is a mixture of a poly alpha olein and a nonvolatile antistatic agent. Cohen et al. [82] used a coating composition containing a straight chain or branched polyaromatic amine dissolved in an aqueous solution and thereafter the coated surface was flushed or rinsed with water without drying the same. Gupte et al. [83] fed the catalyst into the reactor in a stream of gas containing at least 75 percent noble gas to reduce static. Painter et al. [84] generated a gas tangential flow at the dome section of the reactor to reduce entrainment and drooling.
4.3 CFD Simulations of Pilot Plant Scale Reactor

The multi-fluid CFD model described in the chapter 2 is used to describe segregation of polymer particles due to hydrodynamic and electrostatic effects in gas-solid polymerization fluidized beds. Grid generation for the pilot-plant reactor geometry is done using the Gambit 2.3 software. A Cartesian coordinate system is used for grid generation and quadrilateral cells are formed for the two-dimensional case. Time-dependent simulations are performed for the pilot-plant reactor. One hundred seconds of flow time is simulated and the results are obtained by averaging the last ninety seconds of flow time and data is sampled after every time step. The simulation and wall boundary conditions are shown in Table 4.1. No-slip for the gas phase and free-slip boundary conditions for the solid phase are employed. A convergence criterion of scaled residuals of $10^{-4}$ is used. A second-order upwind scheme for spatial derivatives, and a second-order accurate time stepping method for temporal derivatives are used. Although the pilot-plant reactor is three dimensional, two-dimensional simulations are done as three-dimensional simulations are computationally expensive. However, the fully-coupled CFD model can be easily extended to three dimensions as shown below in the section on three-dimensional simulations. The volume fractions of the polymer particles are obtained from the chemical reaction engineering model [62]. Table 4.2 shows the properties of solid and gas phases used in the pilot-plant simulations. Three cases are considered here. In the first case the effect of charge on the spatial distribution of polymer particles is studied. The charge on each solid phase is increased keeping the mean charge constant. It is shown in the literature ([85], [18]) that catalyst/fine particles carry more charge per unit mass than large particles. In such cases the electrostatic effects will be strong. The second case is performed to study the distribution of a catalyst phase continuously injected into a bed of polymer particles of mean negative charge. The third case investigates the effect of electrostatics on the entrainment of fine particles out of the reactor.
<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure based solver</td>
<td>2ddp</td>
</tr>
<tr>
<td>Unsteady formulation</td>
<td>2nd order implicit</td>
</tr>
<tr>
<td>Momentum discretization</td>
<td>2nd order methods</td>
</tr>
<tr>
<td>Time step, seconds</td>
<td>0.0001-0.0005</td>
</tr>
<tr>
<td>Data sampling for time statistics</td>
<td>1</td>
</tr>
<tr>
<td>Particle-particle restitution coefficient</td>
<td>0.8</td>
</tr>
</tbody>
</table>

### Boundary conditions

<table>
<thead>
<tr>
<th>Boundary condition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>inlet</td>
<td>velocity inlet</td>
</tr>
<tr>
<td>outlet</td>
<td>pressure outlet</td>
</tr>
<tr>
<td>wall</td>
<td></td>
</tr>
<tr>
<td>gas phase</td>
<td>zero slip</td>
</tr>
<tr>
<td>solid phase</td>
<td>free slip</td>
</tr>
<tr>
<td>electric potential</td>
<td>zero</td>
</tr>
</tbody>
</table>

Table 4.1  Simulation parameters for pilot-plant reactor

<table>
<thead>
<tr>
<th>Solids</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>density, kg/m³</td>
<td>843.0</td>
<td>843.0</td>
<td>843.0</td>
</tr>
<tr>
<td>diameter, micro-meter</td>
<td>523.0</td>
<td>1176.0</td>
<td>1751.0</td>
</tr>
<tr>
<td>volume fraction</td>
<td>0.00453</td>
<td>0.1943</td>
<td>0.310</td>
</tr>
<tr>
<td>charge, coulomb/m³</td>
<td>0.1081</td>
<td>-0.001</td>
<td>-0.00115</td>
</tr>
</tbody>
</table>

Gas Mixture

| density, kg/m³ | 22.1 |
| viscosity, kg/(m-s) | 1.427e-05 |

Table 4.2  Properties of phases used in pilot-scale simulations
4.3.1 Effect of Charge on the Spatial Distribution of Polymer Particles

The objective of this simulation is to study the effect of charge on the spatial distribution of polymer particles. The idea is to observe whether more segregation is observed when the charge on the each solid phase is increased, keeping the mean bed charge constant. The mean bed charge is known to be negative from experimental results. The small polymer particles are positively charged, and the medium and large polymer particles are negatively charged. Since the charge as a function of particle size is unknown the charge on each solid phase is varied and its effect is observed. The mean bed charge is kept constant but the standard deviation is varied from 0.001 to 0.01 coulombs/m$^3$ to evaluate the effect of the dispersion of the overall charge distribution about the mean. Even this small variation of standard deviation caused a change in the solid phase spatial distribution. The charges on the solid phase are approximated to the realistic charges present in polymerization fluidized-bed reactors. The three solid phases are uniformly distributed in the beginning of the simulation. Three cases are run with the above-stated simulation conditions. In the first case the charges on the solid phases are initialized to zero. The second and third cases were run with low and high charges, respectively. The first case acts as a base case and is used to compare the results with the other cases. Table 4.3 shows the mean charge and charge on each solid phase for the three cases. The variation of mean static pressure along the bed height is shown in Figure 4.3 for the three cases. The mean static pressure variation is nearly the same for the three cases as the pressure drop is mainly due to the bed weight. Electrostatic effects have the minimal effect on the overall pressure drop. Figure 4.4 shows the instantaneous contours of volume fraction of gas at different flow times. At t=3sec large slugs are seen which compares well with the experimental observations.

<table>
<thead>
<tr>
<th></th>
<th>Mean Charge</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero charge</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Low charge</td>
<td>-1.264e-04</td>
<td>0.0011</td>
</tr>
<tr>
<td>High charge</td>
<td>-12.264e-04</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 4.3 Charges on polymer particles used in pilot-plant simulations

The instantaneous contours of electric potential are shown in Figure 4.5. For clarity, the contour plot is divided into positive and negative ranges. The reason for high potential values
Figure 4.3  Variation of mean static pressure along height of the fluidized bed.

Figure 4.4  Instantaneous contours of gas volume fraction of two-dimensional simulation at different flow times.
is described in the section on three dimensional simulations. Due to hydrodynamic segregation, a higher volume fraction of the small positively charged polymer particles is observed in the expansion section. For this reason a positive potential is seen at the top of the reactor. Similarly higher volume fractions of the negatively charged medium and large polymer particles are observed in the fluidized-bed zone. For this reason the electric potential is negative towards the bottom and near the distributor plate. This is due to bipolar charging in polymerization fluidized-bed reactors, which is well supported by the literature ([17], [18], [85]). In actual reactor operation there is abundant evidence that shows that most electrostatic effects are found near the distributor plate and near the expansion and dome sections of the reactor. The maximum absolute negative potential is observed at the centerline, above the distributor plate [85] and the maximum positive potential is observed just above the bed height. The zero potential is found below the bed height where we have both the positive and negative charged polymer particles, which makes the source term in the Poisson equation zero. The instantaneous electric potential and total solids volume fraction at the centerline of the reactor along the bed height is shown in Figure 4.6. A Z-shaped profile is seen, similar to the profile reported in experiments of Fang et al. [85].

Figure 4.5 Instantaneous contours of electric potential of pilot-plant fluidized-bed reactor for standard deviation = 0.01 at t=129.5 sec: (a) total range, (b) negative range, (c) positive range.

It is also important to find out where the gradient of the electric potential is highest as such
locations are more prone to electrostatic forces. The electric field, which is the gradient of the electric potential in the radial and axial directions, is shown in Figure 4.7. The electric field is highest near the wall close to the distributor plate. The gradient in electric potential is higher in the radial direction compared to the axial direction. Hence, the electrostatic forces push the particles towards the walls of the reactor. The electric field in the axial direction (shown with a reduced scale) has the strongest effect near the distributor plate.

Figure 4.6  Instantaneous plot of (a) electric potential and (b) total solids volume fraction at the center and along the bed height at t= 100 sec.

Figure 4.7  Instantaneous contours of electric field of pilot-plant fluidized-bed reactor for standard deviation = 0.01 at t=129.5 sec: (a) radial direction, (b) axial direction (same scale), (c) axial direction (reduced scale).
Figure 4.8 shows the mean volume fractions of small positively charged, medium negatively charged and large negatively charged polymer particles for the three cases. From the basic electrostatic laws a negatively charged particle is pushed away from a region of high negative potential field. For this reason near the distributor plate the negatively charged particles are pushed towards the walls and the positively charged particles towards the center of the reactor. This behavior is seen clearly in the case of standard deviation equal to 0.01. Similarly a positively charged particle near the expansion section is pushed away from a region of high positive potential field. This behavior is not clearly visible in Figure 4.8 due to the low volume fraction of the positively charged particles used in the simulations.

![Figure 4.8 Contours of mean volume fraction of small positively charged and large negatively charged particles: (a) zero charge, (b) standard deviation = 0.001, (c) standard deviation = 0.01.](image)

Another simulation was run with approximately ten times the charge of the 0.01 standard deviation case for each solid phase. Figure 4.9 shows the mean contour plots of the three solid phases. High volume fractions of medium and large particles are seen near the walls of the reactor close to the distributor plate. This example clearly illustrates that sufficiently high charges on the solid phase can cause agglomeration and defluidization in gas-solid fluidized
It is known from the experimental literature that electrostatic effects are considerable for fine polymer particles and catalyst particles as the charge per unit mass on them is high. The objective of this simulation is to study the effect of charge on a continuously injected catalyst phase (which mimics the operation of polymerization reactors). The multi-fluid CFD model solves for one gas phase and four solid phases including the catalyst phase. The properties of the catalyst and the charge on the catalyst phase are shown in Table 4.4. The catalyst is injected at a mass flux of 6.5kg/m²s after the bed is fully fluidized with small, medium and large polymer particles (t=12.5 sec). The catalyst is injected into the side of the reactor about one reactor diameter above the plate. Low volume fractions of catalyst phase approximating realistic conditions are used. Three cases are run with different charges on the catalyst phase. A base case with zero charge was compared to cases where, positive-, and negative charges were considered. The charge magnitude is approximated to realistic catalyst charges and the mean bed charge is negative-, as is observed in polyethylene polymer particles [17].
Figure 4.10  Contours of mean volume fraction of negatively charged catalyst particles.

Figure 4.11  Contours of mean volume fraction of catalyst phase: (a) positive charge, (b) zero charge.
The instantaneous contour plot of volume fraction for the negatively charged catalyst phase is shown in Figure 4.10. Since the bigger particles are negatively charged and the mean bed charge is negative, the electric potential close to the injection point and near the distributor plate is negative. Due to the negative potential, the injected negatively charged catalyst particles are pushed towards the walls of the fluidized-bed zone near the distributor plate. Over a period of time the stagnant catalyst particles can form an adhered wall agglomerate or sheet if it is not remixed into the main bed. This simulation is an example where the electrostatic effects are high compared to the drag forces (even though the latter is quite large due to the small size of the catalyst particles).

<table>
<thead>
<tr>
<th>Catalyst</th>
<th>Density, kg/m³</th>
<th>Diameter, micro-meter</th>
<th>Charge, coulomb/m³</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1000.0</td>
<td>55.0</td>
<td>-0.5, 0.0, 0.5</td>
</tr>
</tbody>
</table>

Table 4.4 Properties of solid phases used in the continuous catalyst injection simulations

Figure 4.11 shows the mean volume fractions of zero and positively charged catalyst phases. Zero charged catalyst particles followed the gas flow and are entrained out of the reactor. The positively charged catalyst particles also follow the gas phase into the expansion section where the positive electric potential pushes the positively charged catalyst particles towards the walls of the expansion and disengagement zones. High volume fractions of positively charged catalyst particles are present near the walls in the dome section of the reactor. Over a period of time such particles can also form an adhered wall layer that would lead to dome fouling.

4.3.3 Effect of Electrostatics on the Entrainment of Fines

The goal of this simulation is to study the electrostatic effects on entrainment of fine polymer particles (or fines). Three different cases are considered where the size and charge of the fines are varied. In each case simulations with and without charge are performed to study the effect of electrostatics on entrainment of the fines. The multi-fluid CFD model solves for one gas phase and four solid phases including fines. The properties of the fines are shown in Table 4.5. In these simulations the fines are considered to have the maximum positive charge ([85], [18]). Figure 4.12 shows the variation of charge as a function of particle size. The charge and particle size are normalized by their average values. $q_{\text{avg}}$ and $d_{\text{avg}}$ are defined as the average charge and
particle size. The bed is initialized with uniform spatial distribution of small, medium, large polymer particles and fines. The charge distribution as a function of particle size is obtained from experimental measurements at the University of Ottawa [86]. A low volume fraction of fines is used so as not to affect the bed dynamics and the mean bed charge is negative. The mass of fines in the simulation domain is computed at every time step for cases with and without charge on the fines.

<table>
<thead>
<tr>
<th>Density, kg/m³</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>843.0</td>
<td>843.0</td>
<td>843.0</td>
<td></td>
</tr>
<tr>
<td>Volume fraction</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>Diameter, micro-meter</td>
<td>60</td>
<td>120</td>
<td>180</td>
</tr>
<tr>
<td>Charge, coulomb/m³</td>
<td>0.92</td>
<td>0.832</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Table 4.5 Properties of fines used in entrainment study

<table>
<thead>
<tr>
<th>Fines, micro-meter</th>
<th>Without charge, g/cm²s</th>
<th>With charge, g/cm²s</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>0.02282</td>
<td>0.00515</td>
</tr>
<tr>
<td>120</td>
<td>0.01437</td>
<td>0.00071</td>
</tr>
<tr>
<td>180</td>
<td>0.00651</td>
<td>0.000078</td>
</tr>
</tbody>
</table>

Table 4.6 Entrainment flux of fine polymer particles

Figure 4.12 Charge distribution as a function of polymer particle size.

Figure 4.13 shows the variation of mass of fines as a function of flow time. In the first few seconds there is no entrainment observed as fines take time to reach the fluidized-bed outlet.
In the three cases lower entrainment is observed when there is charge on fines compared to no charge. As discussed earlier the gradient of the electric potential pushes the fines towards the walls of the reactor in the expansion and dome sections and this reduces the entrainment rate. The slope of the mass of fines versus time gives the entrainment rate and, if divided by cross-sectional area of outlet, gives the entrainment flux of fines (shown in Table 4.6). The entrainment flux decreased as the fines size increased and is lower when there is charge on fines. These predicted trends are in good agreement with experimental observations of pilot-scale polymerization reactors.

### 4.4 Three Dimensional Simulations

The simulations so far discussed are all two-dimensional simulations (2D). The reason is due to the high computation time and resources required for three-dimensional simulations (3D). The pilot-plant reactor and the fluidized-bed dynamics are all three-dimensional and so 3D CFD simulations are required for accurate results. Extending the two-dimensional simulations to three-dimensions is straightforward for the simulation of the hydrodynamics of the fluidized-bed, but not for the simulation of electrostatics. In three-dimensional simulations a uniform
4.4.1 Effect of Grid Node Distribution

The objective of this work is to study the effect of uniformity of the grid node distribution on the computation of electrostatics in gas-solid flows. A negatively charged catalyst is continuously injected into a fluidized-bed of mean negative charge. Since the bed charge is negative, the computed electric potential close to the distributor plate is negative, and the injected highly negatively charged catalyst particles move towards the wall of the reactor close to the distributor plate. Figure 4.14 shows the instantaneous contours of volume fraction of catalyst at different angles of a three-dimensional simulation. From the contour plot the observed catalyst segregation due to electrostatics is in a preferential direction. To understand why segregation of catalyst particles occurred in a preferential direction, two dimensional simulations are done on circle cross section. The goal is to find out if the preferential segregation is due to any physical phenomena or due to the grid used in the simulations. To test four different grids are considered.

![Figure 4.14: Mean negatively charged catalyst volume fraction of a three-dimensional simulation.](image)

Figure 4.14 shows the four different grids used in the test case simulations. Mesh-1 is used in the 3D pilot-plant reactor simulations (Figure 4.14). Along with this mesh-1 three other different meshes namely mesh-2, mesh-3 and mesh-4 are also tested. Mesh-1, mesh-2,
mesh-3 are non-uniform and show preferential directions and mesh-4 is uniform in structure. To test this multi-fluid model simulations are done on the four grids. The multi-fluid CFD model coupled with the electrostatic model is solved on a circle cross-section domain. The diameter of the domain is equal to the pilot-plant reactor diameter. There are no inlets or outlets and no gravitational forces in this test case. The gas and solid phases are initialized with zero velocity and uniformly distributed on the domain. In previous chapter (verification of electrostatic model) it is shown that segregation occurs due to the presence of charge on solid phase. The goal of this test case is to observe if any unphysical segregation occurs due to the grid used in the simulations. The wall boundary condition for the electric potential is zero. To approximate realistic conditions, the multi-fluid CFD model is used to solve for one gas and three solid phases. The gas- and solid-phase properties are shown in Table 4.2. From Table 4.2 we see that the mean charge is negative, small particles have positive charge, and medium and large particles have negative charge. The solid phase density is equal to polyethylene density, and the diameter and volume fractions of the solid phases, are obtained from the quadrature method of moments and reaction engineering model.
The electric potential evolves as the simulation progresses due to segregation of charged particles. The instantaneous contours of electric potential, gas volume fraction and volume fraction of solid phase-1, 2, 3 are shown in Figure 4.16, Figure 4.17, Figure 4.18, Figure 4.19 and Figure 4.20 for the different grids used in the simulations.

Figure 4.16 Contours of electric potential (a) mesh-1 (b) mesh-2 (c) mesh-3 (d) mesh-4.

A non-uniform electric field develops due to the presence of charged particles, and the gradient of the electric potential causes the particles to segregate inside of the circular domain. As seen from the contour plot, the electric potential is zero (marked by red) at the walls and negative (marked by blue) at the center of the domain. The electric field points from a region of a high potential towards low potential. Any positively charged particle will move from a region of high to a region of low potential and vice-versa for a negatively charged particle. In this simulation the negatively charged larger particles moved towards the walls, and the positively charged small particles towards the center of the domain. As we are interested in only the qualitative results the legends for the contour plots are not presented here. Figure 4.16 shows the instantaneous contour of electric potential for the four grids. The electric potential contour plots all look the same, but on close observation shows the difference in contour levels. This is
Figure 4.17  Contours of gas phase volume fraction (a) mesh-1 (b) mesh-2 (c) mesh-3 (d) mesh-4.

Figure 4.18  Contours of positively charged solid phase-1 volume (a) mesh-1 (b) mesh-2 (c) mesh-3 (d) mesh-4.
Figure 4.19  Contours of negatively charged solid phase-2 volume fraction (a) mesh-1 (b) mesh-2 (c) mesh-3 (d) mesh-4.

Figure 4.20  Contours of negatively charged solid phase-3 volume fraction (a) mesh-1 (b) mesh-2 (c) mesh-3 (d) mesh-4.
shown in instantaneous contours of volume fraction of gas and positively charged solid phase (Figure 4.17 and Figure 4.18) near the wall. The gas volume fraction (Figure 4.17) shows preferential direction in mesh-1, mesh-2 and mesh-3 and no such preferential direction in mesh-4. Similar behavior is seen in contours of positively charged volume fraction (Figure 4.18). In Figure 4.19, Figure 4.20 the contours of negatively charged solid phase-2, 3 are shown. For mesh-1, 2 and 3 there are regions of preferential directions and so not suitable when electrostatic model is solved. Mesh-4 also had regions of high and low, but they are almost distributed uniformly along the wall. Electrostatic model is coupled with the multi-fluid model to study the effect of grids used. Unphysical results are observed when non-uniform grids are used. When uniform grids (mesh-4) are used the simulations results look realistic and correct. Mesh-4 can now be used to run three-dimensional simulations.

4.4.2 Pilot-Scale Simulations

Three dimensional simulations of the pilot-plant reactor are run to show that segregation does occur due to electrostatics. Since it is expensive to run three dimensional simulations for all the cases, only the effects of charge magnitude on the distribution of the solid phases are simulated. The grid used in three-dimensional simulations is completely unstructured and uniform. A uniform grid is necessary to simulate electrostatic potential and its effects accurately in circular cross section geometries. The results shown here are on the Z=0 cross section in the 3D simulations. Figure 4.21 shows the contour plots of mean volume fraction of all the solid phases. The smaller positive particles (i.e. solid phase-1) segregate away from the wall close to the distributor plate. There is not much segregation observed due to the charge on bigger particles and this shows that the electrostatics effects are high for small particles compared to bigger particles. The reason is due to the high charge per unit mass of small particles. Figure 4.22 shows the contour plots of potential. The maximum value of the potential (standard deviation = 0.01) decreased from 795 kV in two-dimensional simulations to 195 kV in three-dimensional simulations. This is due to the wall effects in three-dimensional simulations. In pilot-plant reactor experiments a potential of 1-5 kV is measured next to the reactor wall. The simulation results show the potential of 10 kV which is reasonably close to the experimental
observations. Since the exact charge on the particles is not known this may also contributes to the high potential values seen in simulations. It was reported by [20] that the electric potential in a fluidized-bed frequently exceeds 20 kV.

![Figure 4.21](image)

**Figure 4.21** Contours of mean volume fraction of small positively charged particles of a three dimensional simulation: (a) zero charge, (b) standard deviation = 0.01.

### 4.5 Conclusions

An electrostatic model is coupled with a multi-fluid CFD model for gas-solid flows. Segregation of polymer particles is found and high charges were shown to induce defluidization. The electric potential and electric field results predicted from simulations are in agreement with the experimental observations in gas-solid fluidized beds. Simulations showed that the distribution of the catalyst phase depends on its charge and polarity relative to polymer particles. Electrostatics also effects the entrainment of fines due to segregation induced by the charge. Future work is needed to incorporate charge generation and dissipation mechanisms into the electrostatic model. However, by employing the known specific charges for different polymer particle sizes, the current model is able to give good qualitative estimates of the mean properties, such as the solid-phase spatial distribution and the pressure drop, and captures the trends observed when electrostatic effects are important.
Figure 4.22 Instantaneous contours of electric potential of three-dimensional simulation of pilotplant fluidized-bed reactor for standard deviation = 0.01 at t = 35 sec: (a) total range, (b) negative range, (c) positive range.
5 FILTERED MODELS FOR GAS PARTICLE FLOWS

5.1 Introduction

Computational fluid dynamics (CFD) has only recently been explored in multiphase polymerization reactors. This is due, in large part, to the complexity of modeling these systems. There are several different length and time scales. Large-scale convection and diffusion occur on a macroscale, mid-scale mixing and particle interactions take place at the mesoscale, while complex polymerization chemistries and molecular transport are evident at the microscale. The individual catalyst particles are modeled as batch microreactors and incorporate interphase heat and mass transport as well as intraparticle diffusion. The dynamics of these different scales, the gas and solid phase interactions, heterogeneity of the different sizes of both the polymer and catalyst, and the coupling of the chemical kinetics must be considered in the CFD model. Interparticle forces include the familiar van der Waals, drag and gravity forces, but there is a growing realization of the importance of electrostatic and capillary factors as well.

CFD when coupled with today’s high-performance computers, newly developed numerical and visualization algorithms and improved user interfaces has the potential to truly transform the current commercial paradigm. In today’s ever more competitive environment, it important that process engineers have access to technology that allows them to make well-informed design, scale-up, and operational choices in a timely and cost-efficient manner. In this work a CFD based Eulerian-Eulerian two-fluid model will be used for scale-up studies. Using refined grids on large scale commercial fluidized-bed reactors is not possible. In such cases coarse grids have to be used and they do not resolve all the flow structures. The effect of unresolved flow structures on resolved need to be included through closure relations. The closure relations can be obtained by highly resolved simulations.

Gas-Particle flows can be modeled using two different approaches, Euler-Lagrange and Euler-Euler. In the Euler-Lagrange models the particle positon and velocity is obtained by
solving Newton’s law and the fluid phase is described as a continuum. The particle-particle and particle-wall interactions are treated in a realistic manner. Fluid-particle interactions are described as closure such as Gidaspow drag law, Wen-Yu model, Syamlal model etc. In pilot and industrial scale reactors, the number of particles are the order of $10^9$ and above. To solve governing equations for each particle is computationally expensive and so the Euler-Lagrange models are restricted for systems with less number of particles, as in laboratory scale systems. Euler-Euler models treat both fluid and particle phase as continuum phase and modified Navier-Stokes equations are used to solve the mass and momentum balance for both phases. The particle phase properties such as particle pressure and viscosities are computed using kinetic theory of granular flow and fritional theory.

Parmentier et al [87] showed the effect of grid resolution on the bubbling bed height for three particle types, Geldart A, Geldart AB and Geldart B. They observed improvements on bed-height predictions for small cell sizes. The bed-height reduced by a factor of two for Geldart A particles and unchanged for Geldart B particles. The simulations were done on a two-dimensional lab scale fluidized-bed reactor. From their conclusions, refined grids need to be performed to predict correct bed expansion in the fluidized-bed simulations. Running two-fluid refined simulations on pilot and industrial scale reactors is computationally expensive. Large industrial scale reactors typically have bed diameter \( \sim 1 - 6 \) m and height of 10 - 40 m. The objective of this study is to run simulations on pilot and industrial scale reactors with coarse grids, and include sub grid models to account for the unresolved effects. The main interest is to predict correct bed expansion in dense bubbling and slug flow fluidized bed reactors. In this work a filtered model approach as described in Parmentier et al [88] and Ali [89] is used. In our study, Geldart B polymer particles (\( \sim 1 \) mm) are used.

An open source OpenFOAM® CFD code is used in this study. Section 5.2 discusses the granular multiphase two-fluid code in OpenFOAM®. The code is verified and validated with published experiments and simulation results. Section 5.3 describes the governing equations of the filtered model. Section 5.4 gives details of the filtered simulations results.
5.2 Eulerian Granular Multiphase Code in OpenFOAM®

This section discusses the Eulerian-Eulerian granular (two-fluid) multiphase CFD code in OpenFOAM® ([90], [91]). The current work uses the Passalacqua and Fox [92] implementation of the continuum granular multiphase model with kinetic and frictional theory closures for particle phase in OpenFOAM®. OpenFOAM® (Open Field Operation and Manipulation) is an unstructured C++ open source finite volume CFD code. The open source code has capabilities of simulating complex, multiphase, reacting turbulent flows. The main advantage of OpenFOAM is its open source nature and the user could change the source code.

A brief description of the CFD code is presented here. Mass and momentum balance equations for gas and particle phase are solved on co-located grids using finite volume method. A fully conservative form of the equations are solved to overcome the limitations of the non conservative and semi conservative form. The particle pressure term is included in the particle phase continuity equation and solved implicitly to overcome the convergence issues. The implicit treatment of particle pressure ensured the packing condition can be enforced. An improved Rhie and Chow interpolation ([92], [93]) procedure is used. The coupling between the phases is done using partial elimination algorithm (PEA).

5.2.1 Verification and Validation

Parmentier et al [87] performed two-dimensional simulations of Geldart A, AB and B type particle bubbling-bed simulations. They performed grid refinement simulations for the three particle types and studied the influence of mesh size on the bed height predictions. Simulation cases corresponding to the Geldart particle type described in Parmentier et al [87] are used to verify and validate the multiphase granular continuum code in OpenFOAM®. The simulation geometry is two-dimensional and rectangular for each case. Table 5.1 shows the dimensions of the simulation geometry, initial conditions, gas and particle phase properties. It is important to note that the grid size used for Geldart A type particle is smaller compared to the Geldart AB and B type. The grids used are uniform square cells. A uniform gas velocity is specified as the inlet boundary condition. A full partial differential equation is solved to compute the
granular temperature. The boundary conditions for the gas and particle phase are shown in Table 5.2. The numerical schemes used in the simulation and the under relaxation factors for the different variables are shown in Table 5.3 and Table 5.4. Kinetic theory of granular flow (KTGF) and frictional theory are used to calculate particle phase properties such as particle pressure and viscosity.

Table 5.1 Properties of gas and solid phase used in the verification and validation of OpenFOAM® simulation

<table>
<thead>
<tr>
<th>Particle type</th>
<th>Group A</th>
<th>Group AB</th>
<th>Group B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Width, m</td>
<td>0.03</td>
<td>0.138</td>
<td>0.138</td>
</tr>
<tr>
<td>Height, m</td>
<td>0.50</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Initial height, m</td>
<td>0.10</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Initial particle volume fraction</td>
<td>0.55</td>
<td>0.58</td>
<td>0.58</td>
</tr>
<tr>
<td>Particle diameter, µm</td>
<td>75</td>
<td>125</td>
<td>350</td>
</tr>
<tr>
<td>Particle density, kg/m³</td>
<td>1500</td>
<td>2500</td>
<td>2500</td>
</tr>
<tr>
<td>Restitution coefficient</td>
<td>0.95</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>Gas density, kg/m³</td>
<td>1.186</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>Gas viscosity, Pa.s</td>
<td>1.8e-05</td>
<td>1.8e-05</td>
<td>1.8e-05</td>
</tr>
<tr>
<td>Superficial velocity, m/s</td>
<td>0.10</td>
<td>0.26</td>
<td>0.54</td>
</tr>
<tr>
<td>Mesh size, mm</td>
<td>1</td>
<td>3</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 5.2 Boundary conditions used in the verification and validation simulation

<table>
<thead>
<tr>
<th>Region</th>
<th>Boundary Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet</td>
<td>Velocity of gas phase</td>
</tr>
<tr>
<td>Outlet</td>
<td>Pressure outlet</td>
</tr>
<tr>
<td>Wall</td>
<td>Zero slip for gas phase</td>
</tr>
<tr>
<td></td>
<td>Partial slip for particle phase (Johnson-Jackson [94])</td>
</tr>
<tr>
<td></td>
<td>Johnson-Jackson condition for granular temperature</td>
</tr>
</tbody>
</table>

Figure 5.1 shows the instantaneous contours of particle volume fraction for the three Geldart type particles. Flow structures such as bubble shapes are well resolved in the simulations. Higher order discretization schemes and small grid sizes are necessary to avoid numerical diffusion and simulate bubbles with accurate shape. Spatially inhomogeneous structures are seen with regions of low (dilute) and high (dense) volume fraction of particles. There is particle recirculation and mixing due to the resolved bubbles. Figure 5.2, 5.3 and 5.4 shows the
Table 5.3  Numerical schemes of verification and validation simulations

<table>
<thead>
<tr>
<th>Term</th>
<th>Numerical configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial/\partial t$</td>
<td>Euler implicit</td>
</tr>
<tr>
<td>$\nabla \psi$</td>
<td>cellLimited Gauss linear 1</td>
</tr>
<tr>
<td>$\nabla p$</td>
<td>Gauss linear</td>
</tr>
<tr>
<td>$\nabla \cdot \psi$</td>
<td>cellLimited Gauss linear 1</td>
</tr>
<tr>
<td>$\nabla \cdot (U_i U_i)$</td>
<td>Gauss linearUpwindV cellLimited Gauss linear 1</td>
</tr>
<tr>
<td>$\nabla \cdot (U_i \alpha_i)$</td>
<td>Gauss linearUpwind cellLimited Gauss linear 1</td>
</tr>
<tr>
<td>$\nabla \cdot \tau_i$</td>
<td>Gauss linear</td>
</tr>
<tr>
<td>$\nabla^2 \psi$</td>
<td>Gauss linear corrected</td>
</tr>
<tr>
<td>$\nabla^\perp \psi$</td>
<td>Corrected</td>
</tr>
<tr>
<td>$(\psi)_f$</td>
<td>Linear</td>
</tr>
</tbody>
</table>

Table 5.4  Numerical settings used in the verification and validation simulation

<table>
<thead>
<tr>
<th>Variable</th>
<th>Under relaxation factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_i$</td>
<td>0.7</td>
</tr>
<tr>
<td>$p$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>0.2</td>
</tr>
<tr>
<td>$\Theta_p$</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Figure 5.1  Instantaneous contours of particle volume fraction (a) Geldart A (b) Geldart AB (c) Geldart B, blue region: zero particle volume fraction, red region: 0.63 particle volume fraction.
Figure 5.2  Mean particle volume fraction for Geldart A type particle along the fluidized-bed height.

time averaged axial particle volume fractions for Geldart A, AB and B type in OpenFOAM® and published simulation results [87]. The time averaged particle volume fraction decreased along the bed height. There is a good comparison between the OpenFOAM two-fluid model and published simulation results. Figure 5.5 and 5.6 shows the time averaged particle volume fractions along the radial direction. High particle volume fraction near the walls due to segregation observed in experiments [95] is well predicted by current CFD simulations.

5.2.2 Effect of Grid Resolution on Bed Height

The section describes the effect of grid resolution on bed height in a pilot scale fluidized-bed reactor. For simplicity, the expansion section as described in Chapter 4 is replaced by straight section. The gas and particle phase properties are shown in Table 5.5. Two-fluid model simulations are run with different mesh sizes ranging from 6 to 75 mm. The mean contours of particle volume fraction at two different bed heights in shown in Figure 5.7 and 5.8. For coarse grids, flat volume fraction profiles are observed. With refined grids, higher particle volume fraction is observed near the wall, due to particle segregation and consistent with experimental observations. Instantaneous and mean contours of particle volume fraction are shown in Figure 5.9 and 5.10. With higher grid resolution, the instantaneous contours
Figure 5.3  Mean particle volume fraction for Geldart AB type particle along the fluidized-bed height.

Figure 5.4  Mean particle volume fraction for Geldart B type particle along the fluidized-bed height.
Figure 5.5  Mean particle volume fraction for Geldart AB type particle along the fluidized-bed width.

Figure 5.6  Mean particle volume fraction for Geldart B type particle along the fluidized-bed width.
show more particle clusters, with particle volume fraction close to packing limit (red region: 0.63), where as the coarse grids did not simulate such structures and uniform volume fractions are observed. The bed height decreased (Figure 5.10) as the grid resolution is increased and a grid independent bed height is obtained for small grid sizes. The mean contours also show high particle volume fraction near the wall for refined mesh cases. Figure 5.11 shows the mean static pressure along the axial fluidized-bed height. The mean static pressure decreased linearly and constant above the bed height. Figure 5.12 shows the mean static pressure profile close to the fluidized-bed distributor plate.

Table 5.5 Properties of gas and solid phase used in the simulation

<table>
<thead>
<tr>
<th>Pilot Scale Simulation Conditions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Width, m</td>
<td>0.40 - 0.60</td>
</tr>
<tr>
<td>Height, m</td>
<td>6.00 - 10.00</td>
</tr>
<tr>
<td>Particle diameter, µm</td>
<td>1200</td>
</tr>
<tr>
<td>Particle density, kg/m³</td>
<td>843</td>
</tr>
<tr>
<td>Restitution coefficient</td>
<td>0.8</td>
</tr>
<tr>
<td>Gas density, kg/m³</td>
<td>22.1</td>
</tr>
<tr>
<td>Gas viscosity, Pa.s</td>
<td>1.427e-05</td>
</tr>
<tr>
<td>Superficial velocity, m/s</td>
<td>0.61</td>
</tr>
<tr>
<td>Mesh size, mm</td>
<td>6 - 75</td>
</tr>
</tbody>
</table>

Figure 5.7 Mean particle volume fraction along the bed width at normalized bed height = 0.27.
5.3 Filtered Models

In the previous section, it is shown that small structures are predicted and resolved by refined two-fluid simulations. Refined grids are a requirement to predict correct bed expansion, but its application on pilot and industrial scale reactors is not possible due to practical limitations. The objective of this research is to use coarse grids and the effect of unresolved structures are accounted through subgrid scale models. The filtered approach described in Parmentier et al [88] and Ali [89] is used in this work. The idea is similar to single phase large eddy simulations (LES), where the large eddies are resolved and smaller unresolved structures are modeled.

The physical variables are written as a resolved and an unresolved (subgrid) part. The resolved part of the variable is computed in the coarse grid simulation and the subgrid correction is included as a model. By definition, \( \mathcal{J}(x, t) \) is the resolved or filtered part of a variable \( f(x, t) \)

\[
\mathcal{J}(x, t) = \int \int \int G(x-y) f(y, t)
\]  

(5.1)

G is a weight function and satisfies \( \int \int G(y)dy = 1 \).
Figure 5.9  Instantaneous contours of particle volume fraction for grid sizes (a) 7.50 cm (b) 5.00 cm (c) 3.75 cm (d) 2.50 cm (e) 1.75 cm (f) 1.25 cm (g) 0.90 cm (h) 0.75 cm. blue region: zero volume fraction, red region: 0.63

Figure 5.10  Mean contours of particle volume fraction for grid sizes (a) 7.50 cm (b) 5.00 cm (c) 3.75 cm (d) 2.50 cm (e) 1.75 cm (f) 1.25 cm (g) 0.90 cm (h) 0.75 cm. blue region: zero volume fraction, red region: 0.63
Figure 5.11  Mean static pressure along the bed height for different grid sizes.

Figure 5.12  Mean static pressure along close to the distributor plate for different grid sizes.
5.3.1 Governing Equations

The filtered model governing equations for the particle and gas phase are given below. Filtered particle volume fraction \( \bar{\alpha}_p(x, t) \) is defined as

\[
\bar{\alpha}_p(x, t) = \int \int \int G(x - y) \alpha_p(y, t) \quad (5.2)
\]

Filtered gas phase \( \bar{U}_g(x, t) \) and particle phase velocities \( \bar{U}_p(x, t) \) are defined by

\[
\bar{U}_p(x, t) = \frac{1}{\bar{\alpha}_p} \int \int \int G(x - y) \alpha_p(y, t) U_p(y, t) \quad (5.3)
\]

\[
\bar{U}_g(x, t) = \frac{1}{\bar{\alpha}_g} \int \int \int G(x - y) \alpha_g(y, t) U_g(y, t) \quad (5.4)
\]

The filtered velocities can also be written as \( \bar{U}_p = \frac{\bar{\alpha}_p U_p}{\bar{\alpha}_p} \), \( \bar{U}_g = \frac{\bar{\alpha}_g U_g}{\bar{\alpha}_g} \), and filtered granular temperature \( \bar{\Theta}_p = \frac{\bar{\alpha}_p \Theta_p}{\bar{\alpha}_p} \). The filtered continuity equations for the gas and particle phase are:

\[
\frac{\partial}{\partial t}(\bar{\alpha}_p \rho_p) + \nabla \cdot (\bar{\alpha}_p \rho_p \bar{U}_p) = 0 \quad (5.5)
\]

\[
\frac{\partial}{\partial t}(\bar{\alpha}_g \rho_g) + \nabla \cdot (\bar{\alpha}_g \rho_g \bar{U}_g) = 0 \quad (5.6)
\]

The filtered momentum equation of the gas phase is

\[
\frac{\partial}{\partial t}(\bar{\alpha}_g \rho_g \bar{U}_g) + \nabla \cdot (\bar{\alpha}_g \rho_g \bar{U}_g \bar{U}_g) = -\bar{\alpha}_g \nabla P - \Phi^{sgs}_b \nabla \cdot (\bar{\alpha}_g \bar{\tau}_g) - \Phi^{sgs}_g \nabla \cdot (\bar{\alpha}_g \rho_g \bar{\sigma}^{sgs}_g) + \bar{\alpha}_g \rho_g \bar{g} \quad (5.7)
\]

The first line on the RHS of the above equation is the resolved buoyancy \( (\bar{\alpha}_g \nabla P) \) and sub grid contribution \( (\Phi^{sgs}_b) \). The second line is the resolved gas phases stresses \( (\nabla \cdot (\bar{\alpha}_g \bar{\tau}_g)) \) and sub grid stresses contribution \( (\Phi^{sgs}_g) \). Third line is the resolved gas-particle interaction force \( (\bar{K}_{gp}(\bar{U}_p - \bar{U}_g)) \) and subgrid drag contribution \( (\Phi^{sgs}_{g,d}) \). First term on the fourth line is the reynolds stress like contribution and obtained from filtering the convection term. The last term
is the resolved gravity contribution. The filtered particle phase momentum equation is defined as:

\[
\frac{\partial}{\partial t}(\tilde{\alpha}_p \rho_p \tilde{U}_p) + \nabla \cdot (\tilde{\alpha}_p \rho_p \tilde{U}_p \tilde{U}_p) = -\tilde{\alpha}_p \nabla \tilde{P} - \Phi_{\text{sgs}}^p - \nabla \tilde{p}_p - \Phi_{\text{sgs}}^{p,p} - \nabla \cdot (\tilde{\alpha}_p \tilde{\tau}_p) - \Phi_{\text{sgs}}^{p,s} - \tilde{K}_g (\tilde{U}_g - \tilde{U}_p) + \Phi_{\text{sgs}}^{p,d} - \nabla \cdot (\tilde{\alpha}_p \rho_p \sigma_{\text{sgs}}^p) + \tilde{\alpha}_p \rho_p g
\] (5.8)

The description of the terms are similar to the gas phase filtered equation. Terms in the second line are the resolved particle pressure (\(\nabla \tilde{p}_p\)) and its subgrid contribution (\(\Phi_{\text{sgs}}^{p,p}\)). The gas and particle phase resolved stresses are defined as:

\[
\tilde{\tau}_g = \mu_g \left[ \nabla \tilde{U}_g + \left( \nabla \tilde{U}_g \right)^T \right] - \frac{2}{3} \mu_g \left( \nabla \cdot \tilde{U}_g \right) \mathbf{I}
\]
(5.9)

\[
\tilde{\tau}_p = \tilde{\mu}_p \left[ \nabla \tilde{U}_p + \left( \nabla \tilde{U}_p \right)^T \right] + \left( \tilde{\lambda}_p - \frac{2}{3} \tilde{\mu}_p \right) \left( \nabla \cdot \tilde{U}_p \right) \mathbf{I}
\]
(5.10)

The resolved drag coefficients are described as:

\[
\tilde{K}_{gp} = \begin{cases} 
\frac{3}{4} C_d \rho_0 \rho_g \frac{|\tilde{U}_g - \tilde{U}_p|}{d_p} & \tilde{\alpha}_p < 0.2 \\
150 \rho_0 \frac{\rho_g}{\tilde{\alpha}_p} + 1.75 \rho_0 \frac{\rho_g}{\tilde{\alpha}_p} |\tilde{U}_g - \tilde{U}_p| & \tilde{\alpha}_p > 0.2 
\end{cases}
\] (5.11)

\[
\tilde{C}_d = \begin{cases} 
\frac{24}{\tilde{R}_e_p} \left( 1 + 0.15 \tilde{R}_e_p^{0.687} \right) & \tilde{R}_e_p < 1000 \\
0.44 & \tilde{R}_e_p \geq 1000 
\end{cases}
\] (5.12)

\[
\tilde{R}_e_p = \frac{\rho_g d_p |\tilde{U}_g - \tilde{U}_p|}{\mu_g}
\] (5.13)

The filtered granular temperature equation is defined as:

\[
\frac{3}{2} \left[ \frac{\partial}{\partial t}(\tilde{\alpha}_p \rho_p \tilde{\Theta}_p) + \nabla \cdot (\tilde{\alpha}_p \rho_p \tilde{U}_p \tilde{\Theta}_p) \right] = \nabla \cdot (\tilde{\kappa}_p \nabla \tilde{\Theta}_p) + \Phi_{\text{dif}}^{\text{sgs}} - \tilde{p}_p \mathbf{I} + \tilde{\tau}_p : \nabla \tilde{U}_p + \Phi_{\text{sgs}}^{\text{gen}} - 3\tilde{K}_g \tilde{\Theta}_p - \Phi_{\text{sgs}}^{\text{vis}} - \tilde{\gamma}_p - \Phi_{\text{dis}}^{\text{sgs}} - \frac{3}{2} \nabla \cdot \left( \tilde{\alpha}_p \rho_p \tilde{\Theta}_p - \tilde{\Theta}_p \tilde{U}_p \right)
\] (5.14)
The terms on the RHS first line are the resolved diffusion $\nabla \cdot (\tilde{\kappa}_p \nabla \Theta_p)$ and the subgrid contribution $\Phi_{\text{diff}}^{\text{sgs}}$. The second line is the resolved generation of granular energy $(-\tilde{p}_p \mathbf{I} + \tilde{\tau}_p) \cdot \nabla \tilde{U}_p$ and the subgrid contribution $\Phi_{\text{gen}}^{\text{sgs}}$. Third line has resolved dissipation due to the drag contribution $3\tilde{K}_{gp}\tilde{\Theta}_p$ and subgrid contribution $\Phi_{\text{vis}}^{\text{sgs}}$. Fourth line has the resolved dissipation due to particle collisions $\tilde{\gamma}_p$ and subgrid contribution $\Phi_{\text{dis}}^{\text{sgs}}$. The last term is the contribution from the convection term.

5.3.2 Budget Analysis

The grid independent simulation result from the previous section is used for the budget analysis of the filtered particle momentum equation. The objective of this exercise is to identify the important terms for the prediction of correct bed height. The refined simulation is referred as Direct Numerical Simulation and the grid size as $\Delta_{\text{DNS}}$. The refined simulation results will be used to provide closures for the sub grid contribution in filtered momentueme equations. Instantaneous particle volume fraction of the DNS is shown in Figure 5.13. After the initial transients, the instantaneous fields are used to obtain filtered variables such as particle volume fraction, mixture pressure, particle granular temperature, gas and particle phase velocities for a given filter size equal to $3\Delta_{\text{DNS}}$, $5\Delta_{\text{DNS}}$, $7\Delta_{\text{DNS}}$, $9\Delta_{\text{DNS}}$ etc. The filtered values are considered as statistically equivalent and used to perform volume averaging. The average of the momentum balance equation along the mean flow direction is defined as

$$0 = -<\alpha_p \nabla \bar{P}> - <\Phi_{b}^{\text{sgs}}>$$

$$-<\nabla \tilde{P}> - <\Phi_{p,p}^{\text{sgs}}>$$

$$-<\nabla \cdot (\alpha_p \tilde{\tau}_p)> - <\Phi_{p,p}^{\text{sgs}}>$$

$$<\tilde{K}_{gp}(\bar{U}_g - \bar{U}_p)> + <\Phi_{p,d}^{\text{sgs}}>$$

$$-<\nabla \cdot (\alpha_p \rho_p \sigma_p^{\text{sgs}})> + <\alpha_p \rho_p g>$$

(5.15)

The above equation gives the global equilibrium between the buoyancy, particle stresses, drag, gravity contributions. Figure 5.14 shows the effect of filter size on the drag and buoyancy resolved and subgrid contributions. The buoyancy resolved and subgrid contribution did not change appreciably with the filter size. As the filter size increased the resolved and unre-
Figure 5.13  Instantaneous contours of particle volume fraction in a pilot scale reactor with grid size equal $\Delta_{DNS}$.

solved drag contribution changed significantly. The coarse grid simulations do not account for unresolved drag and results in higher bed expansion on coarse grids.

The resolved and subgrid particle pressure and stress normalized by the gravity contribution are small compared to the drag and buoyancy contributions. The probability density function of particle volume fraction as shown in Figure 5.15 is sensitive to filter size. For small filter sizes, high peaks close to zero and maximum particle volume fraction are observed.

5.3.3 Drift Velocity Model

As discussed, coarse grid simulations need closure for the unresolved drag force contribution to predict correct bed expansion. A closure in the form of an effective drag coefficient ([88], [89]) is defined as

$$\frac{\sigma_p \rho_p}{\tau_p} V_{r,i} = \beta_e \bar{W}_{r,i}$$  \hspace{1cm} (5.16)
Figure 5.14  Resolved and subgrid contributions of drag and buoyancy term for different filter sizes. The results are normalized by the gravity contributions.

Figure 5.15  Probability density function of particle volume fraction for different filter sizes.
where $V_{r,i}$ is the relative velocity, $\tilde{W}_{r,i}$ is the resolved relative velocity. The filtered drag force is approximated

$$\frac{\alpha_p \rho_p}{\tau_p} V_{r,i} = \rho_p \frac{\alpha_p}{\tau_p} V_{r,i}$$ (5.17)

Parmentier et al [88] and Ali [89] reported that the rhs and lhs of the above equation are correlated by 99% for even large filter size. Figure 5.16 shows the computed pearson correlation coefficients of the lhs and rhs of the above equation in the refined simulations. For small filter sizes, the correlation is close to 1 and for large filter sizes the correlation is around 0.75 - 0.80.

![Figure 5.16 Pearson correlation coefficients.](image)

The filtered relative velocity weighted by particle volume fraction is defined as:

$$\alpha_p V_{r,i} = \alpha_p \left( \tilde{U}_{p,i} - \tilde{U}_{g@p,i} \right)$$ (5.18)

where $U_{g@p,i} = \frac{\alpha_p U_{g,i}}{\alpha_p}$. The filtered drag force can be written as

$$\left( \frac{\alpha_p \tau_p}{\tau_p} V_{r,i} \right) = \alpha_p \left( \tilde{W}_{r,i} - \tilde{V}_{d,i} \right)$$ (5.19)

$\tilde{V}_{d,i}$ is known as the drift velocity and is defined as

$$\tilde{V}_{d,i} = \tilde{U}_{g@p,i} - \tilde{U}_{g,i}$$ (5.20)
The drift velocity is assumed to be modeled as:

\[ \tilde{V}_{d,i} = -g \left( \overline{\Delta}^*, \overline{\alpha}_p \right) K_{ij} \tilde{W}_{r,j} \]  
(5.21)

g is a function of filtered particle volume fraction and dimensionless filter size. Refined simulation results will be used to obtain the form of g.

\[ g \left( \overline{\Delta}^*, \overline{\alpha}_p \right) = \frac{- \langle \tilde{V}_{d,y} | \alpha_p \rangle}{\langle \tilde{W}_{r,y} | \alpha_p \rangle} \]  
(5.22)

The coefficient \( K_{ij} \) can be adjusted dynamically. From the database, the measured values of g (Figure 5.17) are shown for different filter sizes as a function of filtered particle volume fraction. The correction to drag is maximum for large filter sizes and at particle volume fractions in the range 0.15 - 0.40. The h function is obtained by dividing the g function with the area under the curve g vs \( \alpha_p \). The h function (Figure 5.18) is nearly independent of filter size for large filter sizes. g is written as

\[ g \left( \overline{\Delta}^*, \overline{\alpha}_p \right) \simeq f \left( \overline{\Delta}^* \right) h \left( \overline{\alpha}_p \right) \]  
(5.23)

The h function can be obtained by fitting the data

\[ h \left( \overline{\alpha}_p \right) = - \tanh \left( 2.0 \frac{\overline{\alpha}_p}{0.2} \right) \sqrt{ \left( \frac{\overline{\alpha}_p}{\alpha_{p,max}} \right) \left( 1 - \frac{\overline{\alpha}_p}{\alpha_{p,max}} \right)^2 } \]  
(5.24)

\[ \left( 1.0 - 1.735 \frac{\overline{\alpha}_p}{\alpha_{p,max}} + 5.033 \left( \frac{\overline{\alpha}_p}{\alpha_{p,max}} \right)^2 \right) \]  
(5.25)

The dependence on the filter size, f function can be defined as

\[ f \left( \overline{\Delta}^* \right) = - \frac{\langle \alpha_p \tilde{V}_{d,y} \rangle}{\langle \alpha_p h(\overline{\alpha}_p) \tilde{W}_{r,y} \rangle} \]  
(5.26)

Figure 5.19 shows the f function from measured values and fitted model

\[ f \left( \overline{\Delta}^* \right) = K_{ij} \frac{\left( \overline{\Delta}^* \right)^{1.33}}{a^2 + \left( \overline{\Delta}^* \right)^{1.33}} \]  
(5.27)

where \( \overline{\Delta}^* \) is

\[ \overline{\Delta}^* = \frac{\Delta}{(\tau_p^{St})^2 g} \]  
(5.28)
Figure 5.17  \( g \) versus filtered particle volume fraction

Figure 5.18  \( h \) versus filtered particle volume fraction
5.4 Simulation Results

The model is tested on the pilot-scale fluidized-bed and bed width of 1m, 2m, 3m and 4m. In Industrial scale reactors, the bed width is typically around 2 - 4m. The simulation parameters are shown in Table 5.5. Same parameters are used for both pilot and industrial scale system. Figure 5.20 shows the instantaneous contours of particle volume fraction on the pilot-scale fluidized-bed. Coarse grid simulation with sub-grid drag correction predicted the bed height close to the refined bed simulation. Figure 5.21 shows the instantaneous contours of dynamic correction to the drag model.

Figure 5.22 shows the instantaneous contours of particle volume fraction in 1m bed width reactor for different grid sizes. Simulation with sub grid models (Figure 5.22(g), Figure 5.22(h)) for drag correction, predicted the correct bed height. Figure 5.23 shows the bed height predictions from coarse grid with and without subgrid correction for bed width equal to 2, 3 and 4 m. Initial model predictions on the large scale reactors for different bed widths is promising. It is important to note that the model is tested for conditions similar to the refined bed simulations. The validity of the model need to be tested for different geometries, flow conditions, fluid and particle phase properties. The length scale used in this work is $\left(\frac{\tau_{St}}{\tau_p}\right)^2$ g is a questionable parameter. Further studies need to be performed for a general length scale model.
Figure 5.20  Instantaneous contours of particle volume fraction in pilot scale fluidized-bed (a) refined grid (b) coarse grid (c) coarse grid with sub-grid drag correction

Figure 5.21  Instantaneous contours of dynamic correction (K) of pilot scale fluidized-bed
Figure 5.22  Instantaneous contours of particle volume fraction in 1m width scale fluidized-bed, grid size: (a) 1cm (b) 2.5 cm (c) 5.0 cm (d) 10 cm (e) 15 cm (f) 20 cm (g) 15 cm with sub-grid drag correction (h) 20 cm with sub-grid drag correction

Figure 5.23  Instantaneous contours of particle volume fraction, grid size (a) 20 cm (2m width bed) (b) 20 cm with drag correction (2m width bed) (c) 20 cm (3m width bed) (d) 20 cm with sub-grid drag correction (3m width bed) (e) 20 cm (4m width) (f) 20 cm with sub-grid drag correction (4m width bed)
6 AGGREGATION AND BREAKAGE IN POLYDISPERSE GAS-SOLID FLUIDIZED BEDS

6.1 Introduction

Agglomeration of particles is a serious problem in polyolefin reactors. Due to electrostatic and thermal aggregation wall sheets are formed and over a period of time. The sheets can plug the distributor plate holes and cause defluidization [1]. Exothermic reaction inside the fluidized-bed reactor can cause the polymer particle temperature to rise above its melting point. The high temperature causes the polymer to melt and is a source for agglomeration to occur. These agglomerates can stick to other particles or to the walls of the reactors and has the potential to cause defluidization, reactor fouling and finally reactor shut down [96]. There is considerable research interest on thermal/electrostatic agglomeration in olefin gas-phase fluidized-bed reactors at industrial scales. The research is focussed mainly on detecting or preventing the formation of agglomerates ([97], [98], [99]).

In polyolefin gas phase fluidized-bed reactors the catalyst size varies from 10 to 150 microns and the final polymer size ranges from 100 to 3000 microns. The fine polymer particles entrain along with the gas and the fully grown polymer particles are removed through an outlet close to the distributor. Physical and chemical processes like reaction, growth, aggregation and breakage cause the particle size distribution to vary. To account for such size variations a population balance equation (PBE) need to be solved coupled with the multi-fluid model.

There are many methods to solve the population balance equation. The direct method to solve PBE is the classes method [100] in which the internal coordinate (particle length or volume) is discretized into series of bins and large numbers of bins are required to get good results. This increases the computational time and is not feasible for large scale reactor simulations. An alternative solution is the method of moments [101], where the particle size distribution is tracked through its moments. The advantage of this method is that few number
of scalars are required to obtain reasonable results. The disadvantage is the closure problem, where the transport equations are to be represented in terms of the moments. This problem is overcome by using quadrature method of moments (QMOM). The quadrature approximation ([102], [103]) can be determined from the lower order moments by using the product difference algorithm [104]. The main limitation of QMOM is that a phase average velocity of the solid phases is used to solve the transport equations for the moments. To address these problems, direct quadrature method of moments (DQMOM) is developed [105] and it solves the transport equations for the weights and abscissas without resorting to the PD algorithm in QMOM.

Recent studies show that DQMOM is applied in the area of modeling of sprays, bubble column reactors, fluidized-beds and has found to be accurate and computationally efficient. Marchisio and Fox [105] formulated, validated and tested the DQMOM. DQMOM results are compared with QMOM for the monovariate case and applied for different cases such as homogenous growth, dispersion, nucleation, aggregation and breakage. They also implemented DQMOM for bivariate applications like homogenous aggregation and inhomogenous growth. Fox [106] applied the DQMOM on a bivariate population balance equation for coagulation and sintering particles. Silva et al [107] analyzed the different quadrature based methods for solving the PBE. From their work, they found that parallel parent and daughter classes (PPDC) has poor convergence and QMOM, DQMOM had similar accuracy, but the DQMOM was the most efficient. Silva et al [108] implemented DQMOM in ANSYS CFX and OpenFOAM®. They simulated cases with dominant aggregation, dominant breakage and invariant solution and validated against an analytical solution. Selma et al [109] compared the classes method and DQMOM in the simulation of bubbly flows in open source Open-Foam. They found that 25 classes are required to obtain good results and DQMOM was more computationally efficient. 

In this work the DQMOM with new aggregation and breakage kernels is used to study evolution of particle size distribution in gas-particle fluidized-bed reactors. The DQMOM is efficient and simple when applied to mutli-variate distributions and physically represents the strong coupling between the internal coordinates and the phase velocities. Th chapter discusses the theory on DQMOM, source terms for aggregation and breakage. The numerical implementation and coupling between DQMOM and multi-fluid model will also be presented.
6.2 DQMOM - Multi Fluid Model

The description of the multi-fluid model is given in Chapter 2 and will not be repeated here. The multi-fluid model is a continuum based model and solves for one gas phase and N solid phases. In this section the direct quadrature method of moments and the coupling with the multi-fluid model will be presented.

6.2.1 Direct Quadrature Method of Moments

A polydisperse solid phase can be modeled by a transport equation for the multivariate distribution function \( n(L, u_s; x, t) \)

\[
\frac{\partial}{\partial t} n(L, u_s; x, t) + \nabla \cdot [u_s n(L, u_s; x, t)] + \nabla u_s \cdot [F n(L, u_s; x, t)] = S(L, u_s; x, t) \quad (6.1)
\]

where \( L \) is the characteristic particle size, \( u_s \) is the particle velocity vector, \( S \) is the source term due to reaction, aggregation and breakage. Using DQMOM the distribution function can be approximated by a summation of \( N \) Dirac delta functions:

\[
n(L, u_s; x, t) = \sum_{\alpha=1}^{N} \omega_\alpha(x, t) \delta[L - L_\alpha(x, t)] \delta[u_s - u_{s\alpha}(x, t)] \quad (6.2)
\]

where \( \omega_\alpha \) is the weight of the delta function centered at the characteristic particle size \( L_\alpha \) and the characteristic velocity \( u_{s\alpha} \). If Eq. (6.2) is inserted into Eq. (6.1), and a moment transformation applied to derive the transport equations for the \( N \) weights \( \omega_\alpha \) and absicssas \( L_\alpha \). Integrating out the velocity in Eq. (6.1) we obtain the solid phase PBE:

\[
\frac{\partial}{\partial t} n(L; x, t) + \nabla \cdot [\langle u_s \rangle n(L; x, t)] = S(L; x, t) \quad (6.3)
\]

where \( \langle u_s \rangle \) is the mean velocity conditioned on \( L \). The derivation of the transport equations for the weights \( \omega_\alpha \) and weighted absicissas \( L_\alpha \omega_\alpha \) are reported in [105]

\[
\frac{\partial}{\partial t} (\omega_\alpha) + \nabla \cdot (u_{s\alpha} \omega_\alpha) = a_\alpha \quad (6.4)
\]

\[
\frac{\partial}{\partial t} (L_\alpha \omega_\alpha) + \nabla \cdot (u_{s\alpha} L_\alpha \omega_\alpha) = b_\alpha \quad (6.5)
\]

where \( a_\alpha \) and \( b_\alpha \) are defined through a linear system found from the first \( 2N \) moments of the PSD. The linear system can be written in matrix form as:

\[
A_\alpha = d \quad (6.6)
\]
where the $2N$ coefficient matrix $A = [A_1 A_2]$ is defined by

\[
A_1 = \begin{bmatrix}
1 & \ldots & 1 \\
0 & \ldots & 0 \\
-L_1^2 & \ldots & -L_N^2 \\
\vdots & \ddots & \vdots \\
2 (1 - N) L_1^{2N-1} & \ldots & 2 (1 - N) L_N^{2N-1}
\end{bmatrix}
\] (6.7)

\[
A_2 = \begin{bmatrix}
0 & \ldots & 0 \\
1 & \ldots & 1 \\
2L_1 & \ldots & 2L_N \\
\vdots & \ddots & \vdots \\
2 (N - 1) L_1^{2N-2} & \ldots & 2 (N - 1) L_N^{2N-2}
\end{bmatrix}
\] (6.8)

The $2N$ vector of unknowns $\alpha$ is defined by

\[
\alpha = [a_1 \ldots a_N b_1 \ldots b_N]^T = \begin{bmatrix} a \\ b \end{bmatrix}
\] (6.9)

and the known right hand side

\[
d = [\bar{S}_N^0 \ldots \bar{S}_N^{2N-1}]^T
\] (6.10)

The source term for the $k^{th}$ moment $\bar{S}_k^N$

\[
\bar{S}_k^N_{x,t} = \int_0^\infty L^k S(L;x,t) dL
\] (6.11)

The source terms for the transport equation for the abcissas and weighted abcissas can be found by inverting $A$

\[
\alpha = A^{-1} d
\] (6.12)

In order to be consistent with variables used in multi-fluid model, the weights and abcissas are related to the volume fraction of the solid phase by

\[
\varepsilon_{sa} = k_v L_0^3 \omega_a
\] (6.13)

where $k_v$. The transport equation for the $\varepsilon_{sa}$ and $L_{sa}$

\[
\frac{\partial}{\partial t} (\varepsilon_{sa} \rho_{sa}) + \nabla \cdot (\varepsilon_{sa} \rho_{sa} u_{sa}) = 3k_v \rho_{sa} L_\alpha^2 b_\alpha - 2k_v \rho_{sa} L_\alpha^3 a_\alpha
\] (6.14)
\[
\frac{\partial}{\partial t} (\varepsilon_{sa} L_{\alpha} \rho_{sa}) + \nabla \cdot (\varepsilon_{sa} L_{\alpha} \rho_{sa} \mathbf{u}_{sa}) = 3k_v \rho_{sa} L_{\alpha}^3 b_{\alpha} - 2k_v \rho_{sa} L_{\alpha}^4 a_{\alpha} \tag{6.15}
\]

Eq. (6.14) and Eq. (6.15) is the continuity equation and scalar transport equation for the solid phase in the presence of aggregation and breakage.

### 6.3 Implementation of Aggregation and Breakage

In this work, particle size evolution is only due to aggregation and breakage. The growth of the particle is neglected. The moment transform of the aggregation and breakage source term is

\[\bar{S}_N^k (\mathbf{x}, t) = \bar{B}_k^a (\mathbf{x}, t) - \bar{D}_k^a (\mathbf{x}, t) + \bar{B}_k^b (\mathbf{x}, t) - \bar{D}_k^b (\mathbf{x}, t) \tag{6.16}\]

where the moments of the birth and death rates are defined by

\[\bar{B}_k^a (\mathbf{x}, t) = \frac{1}{2} \sum_{\alpha, \gamma=1}^{N} \omega_{\alpha} \omega_{\gamma} (L_{\alpha}^3 + L_{\gamma}^3)^{k/3} \beta_{\alpha \gamma} - \sum_{\alpha=1}^{N} \omega_{\alpha} \omega_{\gamma} L_{\alpha}^k \beta_{\alpha \gamma} + \sum_{\alpha=1}^{N} \omega_{\alpha} a_{\alpha}^{a} \bar{b}_k^{\alpha} \tag{6.17}\]

\[\bar{D}_k^a (\mathbf{x}, t) = \int_{0}^{\infty} \int_{0}^{\infty} L^k \beta (L, \lambda) n (\lambda; \mathbf{x}, t) d\lambda dL \tag{6.18}\]

\[\bar{B}_k^b (\mathbf{x}, t) = \int_{0}^{\infty} \int_{0}^{\infty} L^k a (\lambda) b (L|\lambda) n (\lambda; \mathbf{x}, t) d\lambda dL \tag{6.19}\]

\[\bar{D}_k^b (\mathbf{x}, t) = \int_{0}^{\infty} L^k a (L) n (L; \mathbf{x}, t) dL \tag{6.20}\]

where \(\bar{B}_k^a (\mathbf{x}, t)\), \(\bar{D}_k^a (\mathbf{x}, t)\), \(\bar{B}_k^b (\mathbf{x}, t)\), \(\bar{D}_k^b (\mathbf{x}, t)\) birth and death due to aggregation, \(\bar{B}_k^b (\mathbf{x}, t)\), \(\bar{D}_k^b (\mathbf{x}, t)\) birth and death due to breakage. In these expressions, \(\beta (L, \gamma)\) is the aggregation kernel, which is proportional to the frequency of collision of two particles with length \(L\) and \(\gamma\), \(a (L)\) is the breakage kernel, which is the frequency of disruption of a particle of length \(L\), and \(b (L|\gamma)\) is the fragment distribution function, which contains information on the fragments produced by a breakage event. Using the DQMOM approximation the source term in Eq. (6.16) is closed:

\[\bar{S}_N^k (\mathbf{x}, t) = \frac{1}{2} \sum_{\alpha=1}^{N} \sum_{\gamma=1}^{N} \omega_{\alpha} \omega_{\gamma} (L_{\alpha}^3 + L_{\gamma}^3)^{k/3} \beta_{\alpha \gamma} - \sum_{\alpha=1}^{N} \sum_{\gamma=1}^{N} \omega_{\alpha} \omega_{\gamma} L_{\alpha}^k \beta_{\alpha \gamma} + \sum_{\alpha=1}^{N} \omega_{\alpha} a_{\alpha}^{a} \bar{b}_k^{\alpha} \tag{6.21}\]

where \(\beta_{\alpha \gamma} = \beta (L_{\alpha}, L_{\gamma})\), \(a_{\alpha}^{a} = a (L_{\alpha})\) and

\[\bar{b}_k^{\alpha} = \int_{0}^{\infty} L^k b (L|L_{\alpha}) dL \tag{6.22}\]
The information on daughter distribution function is given below

\[ \tilde{b}_k^k = L_k^k \frac{m^{k/3} + n^{k/3}}{(m+n)^{k/3}} \]  \hspace{1cm} (6.23)

where \( m \) and \( n \) represent the mass ratios between the two fragments. In this work the two fragments have same volume and thus symmetric fragmentation is considered.

### 6.3.1 Aggregation and Breakage Kernels

Fan and Fox [110] used aggregation and breakage kernels based on particle-particle collision frequency. The model used in [110] are described here. The collision frequency is given by

\[ N_{\alpha\gamma} = \pi \omega_\alpha \omega_\gamma \sigma_{\alpha\gamma}^2 g_{\alpha\gamma} \left( \frac{4}{\sigma_{\alpha\gamma}} \left( \frac{\Theta_s m_\alpha + m_\gamma}{\pi} \right)^{1/2} - \frac{2}{3} \nabla \cdot \mathbf{u}_s \right) \]  \hspace{1cm} (6.24)

where \( m_\alpha \) and \( m_\gamma \) are the masses of the \( \alpha \)th and \( \gamma \)th particle phase. \( \Theta_s \) is the mixture granular temperature. Divergence term is ignored in their work. The model accounts for collisions when the mixture granular temperature is non zero and does not account for collisions when there is a mean velocity difference between the different particle species. The kinetic theory of granular flow (KTGF) can be applied to derive the expressions for new aggregation and breakage kernels based on collision frequency. According to KTGF the number of collisions per unit volume and time between particles with indices \( \alpha \) and \( \gamma \) is given by:

\[ N_{\alpha\gamma} = \int_{S^+} \int_{R^3} \int_{R^3} f_1^2 \left( g_{12} \cdot \mathbf{n} \right) \sigma_{\alpha\gamma}^2 d\mathbf{n} d\mathbf{u}_\alpha d\mathbf{u}_\gamma \]  \hspace{1cm} (6.25)

where \( \sigma_{\alpha\gamma} \) is the distance between the particles at the time of collision, The integrals can be evaluated by assuming a form for the pair distribution function \( f^{(2)} \). Using the Enskog approximation the pair distribution function is approximated by a product of single distribution function and a correction function \( g_{\alpha\gamma} \), the radial distribution function [38]. The final form of the \( N_{\alpha\gamma} \) is

\[ N_{\alpha\gamma} = C \pi g_{\alpha\gamma} \sigma_{\alpha\gamma}^2 \omega_\alpha \omega_\gamma \left( 3\Theta_\alpha + 3\Theta_\gamma + |\mathbf{u}_{s\alpha} - \mathbf{u}_{s\gamma}|^2 \right)^{1/2} \]  \hspace{1cm} (6.26)

The aggregation kernel can be expressed as:

\[ \beta_{\alpha\gamma} = C \psi_{\alpha} \pi g_{\alpha\gamma} \sigma_{\alpha\gamma}^2 \left( 3\Theta_\alpha + 3\Theta_\gamma + |\mathbf{u}_{s\alpha} - \mathbf{u}_{s\gamma}|^2 \right)^{1/2} \]  \hspace{1cm} (6.27)
where $\psi_a$ is the success-factor for aggregation and is a function of particle temperature, particle velocity and particle position. The breakage kernel is expressed as

$$a^*_a = \psi_b \sum_{\alpha=1}^{N} \frac{N_{\alpha} \gamma}{\omega_\alpha} \quad (6.28)$$

### 6.4 Solution Technique

The algorithm for implementing and coupling of DQMOM and multi-fluid model is described in the following steps.

1. With known solid phase volume fraction and size the weights $\omega_\alpha$ can be obtained from Eq. (6.13).

2. The source terms due to aggregation and breakage are related to the weights and abcissas shown in Eq. (6.16) are computed.

3. The source terms for the transport equation of abscissas and weighted abcissas are obtained from Eq. (6.6).

4. The source terms for the solid phase continuity and scalar transport equations is calculated. The solution of the transport equations is done by a time-splitting scheme.

5. The volume fractions and particles sizes obtained above is used to compute the weights in step 1 for the next time step.

The source terms in the solid phase continuity and scalar equations is stiff and need to be decoupled from the multi-fluid CFD model. A time splitting technique is used and this requires two steps. In the first fractional step, the continuity and scalar transport equation for the solid phase size are solved without the source term. In the next fractional time step the change due to source terms is computed as shown below.

$$\frac{d}{dt}(\varepsilon_{sa}\rho_{sa}) = 3k_v\rho_{sa}L^2_{\alpha} b_\alpha - 2k_v\rho_{sa}L^3_{\alpha} a_\alpha \quad (6.29)$$

$$\frac{d}{dt}(\varepsilon_{sa}\rho_{sa} L_{sa}) = 4k_v\rho_{sa}L^3_{\alpha} b_\alpha - 3k_v\rho_{sa}L^4_{\alpha} a_\alpha \quad (6.30)$$
A new solid-solid drag closure is used in this work

\[ C_{\alpha\gamma} = \frac{2}{5} c_0 (1 + e) \left( \frac{d_\alpha + d_\gamma}{\rho_\alpha d_\alpha^3 + \rho_\gamma d_\gamma^3} \right)^2 \tau_\alpha \tau_\gamma g_{0,\alpha\gamma} E_{\alpha\gamma}^{1/2} (u_{s\alpha} - u_{s\gamma}) \]  

(6.31)

where \( E_{\alpha\gamma} = \left( 3 \Theta_\alpha + 3 \Theta_\gamma + |u_{s\alpha} - u_{s\gamma}|^2 \right) \) is known as the energy scaling factor.

### 6.5 Simulation Results

The new aggregation kernels are implemented in the MFIX DQMOM solver. MFIX is an open source granular multiphase code developed by Department of Energy, USA. The continuum based two-fluid model uses a finite volume method with auto time stepping method to speed up the calculation. CFD multi-fluid simulations are done on two-dimensional fluidized-bed reactor. The simulation conditions are same as described in Fan and Fox [110] and shown in Table 6.1. Initial particle size and particle volume fraction (Table 6.2) are found using the moments of the initial particle size distribution and product difference algorithm. Two cases are run with aggregation dominant and a breakage dominant. The aggregation and breakage success factors are used to control the dominance of aggregation or breakage events. In this work, constant aggregation and breakage success factors are used, but in realistic conditions, they are a function of particle properties such as velocity, diameter. For each case, the particle size distribution is represented by two and three nodes.

| Width, cm | 10.1 |
| Height, cm | 50.0 |

<table>
<thead>
<tr>
<th>Particle Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle density, kg/m(^3)</td>
</tr>
<tr>
<td>Coefficient of restitution</td>
</tr>
<tr>
<td>Packed bed void fraction</td>
</tr>
</tbody>
</table>

Figure 6.1 and 6.2 shows the evolution of moments of the particle size distribution for the two cases. Each of the moments have physical meaning, the zeroth order moment is the total number density. Second order moments represents the total particle area and the third
order moments indicates the total particle volume. In aggregation dominant case, the zeroth, first and second order moment decrease as a function of time. As particles aggregate, the number density decreases and bigger particles are formed. The particles continue to aggregate till a defluidization condition has reached. In this condition, the particle species granular temperatures and the mean particle species velocity difference is zero. For breakage dominated case, the zeroth, first and second order normalized moments increase with time. As particles break, the number density increases and results in the formation of smaller particles. As process continues, small particles are formed and this increases elutriation. The third order moments remains constant, as the total particle volume does not change with aggregation or breakage dominant cases.

Figure 6.1 Moments of the particle size distribution in aggregation dominant case. open symbols: 2 Nodes, closed symbols: 3 Nodes: circle - Zero order moment, diamond - First order moment, square - Second order moment, star - Third order moment
Figure 6.2  Moments of the particle size distribution in breakage dominant case. open symbols:  
2 Nodes, closed symbols: 3 Nodes: circle - Zero order moment, diamond - First  
order moment, square - Second order moment, star - Third order moment

Figure 6.3 and 6.4 shows the volume average mean diameter for the aggregation and  
breakage case. The mean particle diameter is computed as the ratio of third to second order  
moment. The mean particle size for the aggregation case increases and for the breakage case  
decreases with time. For a given flow time, the mean particle size with the new aggregation  
kernel is bigger than the kernels described in Fan and Fox [110]. The reason is due to increase  
of collision frequency due to species velocity difference term in the new kernels.

Figure 6.5 and 6.6 shows the evolution of particle size distribution with time. For aggre-  
gation dominated process the mean particle size increases and bigger particles move towards  
the distributor and the smaller particles segregate to the upper section of the bed. As parti- 
cles aggregate, the particle volume fraction tends to the packing limit and this process leads  
to defluidization. For breakage dominated process, the mean particle size decreases, smaller  
particles are produced and elutriated.

The results presented in this work are consistent with the conclusions of Fan and Fox [110].  
New aggregation and breakage kernels are developed and implemented in MFIX code. The  
success factors are assumed to be constant, but for real applications and model validation, the  
success factors need to be developed
Figure 6.3  Volume average mean diameter in aggregation dominant case

Figure 6.4  Volume average mean diameter in breakage dominant case
Figure 6.5 Evolution of PSD at different flow times in aggregation dominant case

Figure 6.6 Evolution of PSD at different flow times in breakage dominant case
Electrostatics are known to influence the hydrodynamics of gas-particle fluidized-bed reactors. The motion of charged particles in a reactive environment such as polymerization fluidized-bed reactors could lead to sheet formation and thereby process upsets. An understanding of the process, such as the effect of electrostatics in polymerization reactors would help in control process upsets. The chapter outlines the work done in the thesis and directions for future work.

An electrostatic model from first principles based on Gauss’s law is developed. The model predictions are compared with simulation results on two simple test cases. In the first case, the poisson solver in ANSYS FLUENT is compared with MATLAB predictions. In the second case the electrostatic model is coupled with multi-fluid computational fluid dynamic model. The model predicted the basic phenomena such as like charged particles repel and unlike charged particles attract. This case is performed in the absence of other forces like gravity and the different phases are initialized to zero velocity. Next, the model predictions were compared with experimental measurements and observations. The model predictions were in reasonable agreement with experimental results such as bed height, fluidization flow regimes, segregation pattern and quantitative measurements of WALL particles.

In the next step, the model (Euler-Euler CFD multiphase model coupled with electrostatic model) is applied on an existing pilot scale polymerization fluidized-bed reactor. A catalyst size distribution (specific catalyst for poly ethylene polymerization) is represented in three particle classes using quadrature method of moments. Using a reaction engineering model, the final polymer size is predicted. The simulations were run with the predicted final polymer size. A size dependent particle charge from the experiments was used in the simulations. Three different cases were run to understand the effect of charges on the dynamics of the fluidized-bed system. Particle segregation is shown to be dependent on the magnitude and polarity of
charge. The sheet formation (wall and dome sheeting) in the reactors is shown to be dependent upon the polarity of catalyst. This behavior is well predicted in the simulations. Electrostatics were also shown to have effect on entrainment of catalyst and polymer particles. Process upsets such as defluidization were known to occur at high particle charge conditions. The catalyst phase distribution inside the fluidized-bed is strongly dependent on the mean bed charge and the polarity of the catalyst.

There are few drawbacks in the current electrostatic model. Electrostatic simulations are performed with constant particle charge conditions. In other words, after several collisions the particles have reached an equilibrium charge and the simulations are run at these steady state conditions. For a more advanced model, a transport equation for the conservation of charge need to be solved to account for changes in particle charge. To solve the transport equation closure models for charge generation and dissipation are required.

In the previous step, the simulations were run on a pilot scale reactor. It is important to know the fluidization and electrostatic behavior on an industrial scale reactor where polyethylene is commercially produced. The CFD models used on the pilot scale are also applicable on large scale reactors. The simulations on large scale reactors are computationally expensive and is the objective to develop filtered models. In this work a filtered model based on the formulation as described in Parmentier et al [88] and Ali [89] is developed. A refined two-fluid simulation of Geldart B type particles on a pilot scale reactor is done. From the refined simulation database, closures for the filtered drag model are obtained. The correction for the drag is written in terms of the filtered particle volume fraction and grid size used in the simulations. Preliminary simulations with the developed closure models yielded promising results. Further tests on different geometries, flow regimes and particle properties need to be performed to test the validity of the derived closures. Subgrid closures need to be derived for the electrostatic model to simulate the hydrodynamics of charged particles on large scale reactors with coarse grids.

In Chapter 6, the Direct Quadrature Method of Moments with new aggregation kernels is used to run polydisperse gas-particle fluidized-bed simulations. The kernels are assumed to be a function of the particle collision frequency. The new kernels account for relative velocity
difference between the particle species and increases the collision frequency as compared to kernels described in Fan and Fox [110]. For industrial applications, closure forms for the success factors need to be derived.
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