






15

Figure 3.12 Example of correct F and SF

Figure 3.13 Example of wrong F and SF

∧[Correct(Fij) ∨ Correct(SFij)]

⇒ [Correct(Fij) ⇒ Correct(SFij)

∨Correct(SFij) ⇒ Correct(Fij)] (3.6)

Rule 4: This rule is based on the relation between F and SF . SF is the monitoring result

for the packets from the siblings of a node and its parent and F is the monitoring result for

the packet from itself. According to this definition, SF of a node includes the packets of its

siblings (corresponds to F of its siblings) and its parent (corresponds to GG of its parent).

Let’s look at Fig. 3.14 where SF13
.
= F23 + GG3 and SF23

.
= F13 + GG3. Thus, if F for the

siblings of a node is correct and SF of the node is close to the sum of F for its siblings and

GG of its parent, SF of the node is correct. Eq. 3.7 expresses this rule where SSi is the set for

the siblings of a node i.
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Figure 3.14 Example of correct F , SF and GG

∃i ∈ CSj [∀k ∈ SSi Correct(Fkj)]

∧[SFij
.
=

∑
∀k∈SSi

Fkj +GGj ] ⇒ Correct(SFij) (3.7)

Rule 5: Based on the relation between R and F , a node can be verified as a non-dropper.

If a node does not drop packets, it forwards all the received packet and this forwarding is

monitored by its child. If the child also does not drop packets, (R+GG) of the child should be

close to F of the child since the child sends its generated and received packets to the node and

the node forwards them with being monitored by the child. For example, in Fig. 3.15, a node 1

and 2 do not drop any packet and hence R1 + GG1 = F12. However, if a node does not drop

packets but its child does, this does not hold. In Fig. 3.16, a node 2 does not drop any packet

but a node 1 drops 50 packets. Therefore, R1 + GG1 6= F12 even if R1 and F12 are correct. In

sum, if a node does not drop packets and (R + GG) for the child of the node is close to F for

the child of the node, the child of the node dose not drop packets. Eq. 3.8 expresses this.

Figure 3.15 A child and its parent do not drop packets

∃i ∈ CSj ¬Drop(j) ∧ Correct(Ri, Fij)
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Figure 3.16 A child drops packets but its parent does not

∧[Ri +GGi
.
= Fij ] ⇒ ¬Drop(i) (3.8)

Rule 6: Like in Rule 5, this rule is also based on the relation between R and F to verify

a node as a non-dropper. If a node and its child do not drop packets, (R+GG) of the child is

close to F of the child for the correct R and F . However, if the node drops packets, (R+GG)

of the child is not close to F of the child. For instance, in Fig. 3.17, a node 2 drops 50 packets

but a node 1 does not drop any packet. Hence, R1 + GG1 6= F12.

In sum, if the child of a node does not drop packets and (R+GG) of the child is close to

F of the child for correct R and F , the node does not drop packets. Eq. 3.9 is the formal

expression of this.

Figure 3.17 A parent drops packets but its child does not

∃i ∈ CSj ¬Drop(i) ∧ Correct(Ri, Fij)

∧[Ri +GGi
.
= Fij ] ⇒ ¬Drop(j) (3.9)

Rule 7: Based on the report from all children, it is verified whether a parent drops packets

or not. If the children of a node have correct R, the sum of (R+GG) for its children means
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the number of packets which the children of the node receive and generate. Similarly, if the

children of a node have correct F , the sum of F for its children means the number of packets

which the node forwards. These two sums must be close to each other if the node does not

drop packets. For example, in Fig. 3.18, R1 + GG1 + R2 + GG2 = F13 + F23. To summarize,

with correct R and F for the children of a node, if the sum of (R + GG) is close to the sum of

F for the children of the node, it is true that the node does not drop packets. Eq 3.10 is the

formal expression of this rule.

Figure 3.18 Example of correct R, GG and F

∀i ∈ CSj Correct(Ri, Fij)

∧
∑

∀i∈CSj

(Ri +GGi)
.
=

∑
∀i∈CSj

Fij ⇒ ¬Drop(j) (3.10)

Rule 8: This rule is based on the relation between R of a node and F of its children for

the verification of a node as a non-dropper. As explained in Rule 7, if the children of a node

have correct F , the sum of them means the number of packets which the node forwards. Here,

before being forwarded by a node, the packets should be received by the node. Thus, correct

R of a node must be close to the sum of F for its children if the node does not drop packets.

For example, in Fig. 3.19, R3 = F13 + F23. In sum, with correct R of a node and correct F for

its children, if R of the node is close to the sum of F for its children, it is true that the node

does not drop packets. Eq. 3.11 expresses this.

[∀i ∈ CSj Correct(Fij)] ∧ Correct(Rj)



19

Figure 3.19 Example of correct R of a parent and F for its children

∧[Rj
.
=

∑
∀i∈CSj

Fij ] ⇒ ¬Drop(j) (3.11)

Extended rules

Until now, we explain the rules which always hold even if all the neighborings of a node

are compromised. However, the ability to find compromised nodes decreases as the number

of compromised nodes increases with these rules due to strict relation checking. Thus, we

extend the basic rules to the rules which hold unless a node and all its neighboring nodes are

compromised at the same time, which is a rare case.

Extended rule 1: As explained in Rule 7 and 8, the summation of F for the children of

a node represents the number of packets which the node forwards and it is close to R of the

node. Hence, if F for the children of a node is correct and its sum is close to R of the node, R

of the node might be correct like in Fig. 3.20. However, we still have to consider the case that

R of the node is falsified like in Fig. 3.21. A node 2 receives 100 packets but forwards only 50

packets. F12 is correct and F12 = R2. However, R2 is not correct.

To overcome this case, we consider R of a node as well as the children of the node. If R

of a node is also close to the sum of (R+GG) for the children of the node, R of the node is

correct unless all the children of the node are compromised to hold this. Eq. 3.12 is the formal

expression of this.

[∀i ∈ CSj Correct(Fij)] ∧ [Rj
.
=

∑
∀i∈CSj

Fij ]
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Figure 3.20 Relation for R of a parent, F and GG of its children

Figure 3.21 A child has correct F but a parent has wrong R

∧[Rj
.
=

∑
∀i∈CSj

(Ri +GGi)] ⇒ Correct(Rj) (3.12)

Extended rule 2: This rule is based on the relation between a node and its grandchildren.

F of a node means the number of packets which its parent receives from the node and forwards.

They are also received by its grandparent. Therefore, R of a node includes the packets of F

for its grandchildren as well as GG of its children (corresponds to the generated packets by its

children). For example, in Fig. 3.22, F15 + F25 + GG5 + F36 + F46 + GG6 = R7. Hence, if R

of a node is close to the sum of F for its grandchildren and GG of its children together, there

is some possibility that R of the node and F of its grandchildren are correct unless the node

and all its grandchildren are compromised. Additionally, if R for each child of a node is close

to the sum of F of its grandchildren for each child, the possibility becomes higher since this

means that each child of the node is more likely to forward all the packets which it receives.

In Fig. 3.22, F15 + F25 = R5 and F36 + F46 = R6. To summarize, if the sum of F for its

grandchildren and GG of its children are close together to R of the node and the sum of F of
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its grandchildren for each child is close to R of each child, R of the node, R of its children and

F of its grandchildren are correct unless the node, all its children and all its grandchildren are

compromised. Eq. 3.13 expresses this rule.

Figure 3.22 Grand-relation for R, F and SF

i ∈ CSj , j ∈ CSk [Rk
.
=
∑
∀i,j

(Fij +GGj)]

∧[∀j ∈ CSk Rj
.
=
∑
∀i

Fij ]

⇒ ∀i, j, k Correct(Rk, Rj , Fij) (3.13)

Extended rule 3: This rule also uses grand-relation. As explained in Rule 3, (R + GG)

of a node is close to (F+SF ) of its child. In Fig. 3.23, F12 + SF12 = R2 + GG2. This can be

extended to between a node and some of its grandchildren. R of a node is close to the sum of

(F+SF ) for a grandchild from each child. For example, in Fig. 3.24, R3 = F12 + SF12. Hence,

if these two relations hold among a node, its children and its grandchildren, we can say that R

of the node, R of its children and F or SF for some of its grandchildren are correct. Eq. 3.14

is the formal expression of this.

i ∈ CSj , j ∈ CSk [Rk
.
=

∑
∃i,∀j

(Fij + SFij)]

∧[∀j ∈ CSk (Rj +GGj)
.
=
∑
∃i

(Fij + SFij)]
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Figure 3.23 Example of correct F , SF , R and GG

Figure 3.24 Example of correct R, F and SF between a node and its grandchildren

⇒ ∃i, ∀j, k Correct(Rk, Rj)

∧[Correct(Fij) ⇒ Correct(SFij) ∨ Correct(SFij) ⇒ Correct(Fij)] (3.14)

Extended rule 4: This rule is based on the relation between EF , F and R. EF and F

commonly count the number of packets which are forwarded by a node; EF by a node and F

by a parent of a node. Thus, if EF of a node is close to the sum of F for its children, we can

claim that F might be correct. For example, in Fig. 3.25, EF2 = 100 and EF2 = F12.

However, there is one case that F is not correct even if EF of a node is close to the sum

of F for its children. The children of a node are compromised to hold this. For example, in

Fig. 3.26, F13 = 25 but a node 1 changes it into 15 and a node 2 also changes F23 into 20. To

deal with this case, we use the relation between R of a node and the sum of F for its children.

If R of the node is close to the sum of F for its children, F is more likely correct. These two

hold together unless the node and all its children are compromised. Eq. 3.15 expresses this

rule.
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Figure 3.25 Example of EF and correct F

Figure 3.26 Example of compromised F

[EFj
.
=

∑
∀i∈CSj

Fij ] ∧ [Rj
.
=

∑
∀i∈CSj

Fij ] ⇒ ∀i ∈ CSj Correct(Fij) (3.15)

In the following, the algorithm 1 shows how to apply the rules to find compromised nodes

and the algorithms from 2 to 13 show how to use each rule as a function for each rule.

3.3 Catching packet droppers and modifiers in wireless sensor networks

Like the work presented in the previous subsections, this work is also to catch packet drop-

pers and modifiers. In the scheme, the sensory data is transmitted along the tree rooted at a

sink while each packet sender or forwarder adds a small number of extra bits, which is called

packet marks, to the packet. Based on the packet marks, the sink can figure out the dropping

rate associated with every sensor node, and then run our proposed node categorization algo-

rithm to identify nodes that are droppers/modifiers for sure or suspicious droppers/modifiers.
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Algorithm 1 Algorithm to find compromised nodes

Topology Input for ∀i

- CS, the set of the children

- SS, the set of the siblings

- DEPTH, the depth

Topology Input for a routing tree

- MAXD, the maximum depth of a routing tree

- P , the set of the nodes on the path for each source

Report Input for ∀i

- SG, GG, EF , R, F , SF

Output

- Identities of the nodes which have wrong R, F , SF values or are identified as droppers

1: repeat

2: repeat {/*This loop is to identify wrong or correct reports.

Note: only reports identified as correct can be used in identifying droppers/non-

droppers*/}
3: Rule1(CS, DEPTH, MAXD, GG, R)

4: ExtenedRule2(CS ,GG, R, F )

5: ExtenedRule1(CS ,GG, R, F )

6: ExtenedRule4(CS, EF , R, F , SF )

7: ExtenedRule3(CS ,GG, R, F , SF )

8: Rule4(CS, SS, GG, F , SF )

9: Rule2(CS, P , SG, GG, EF , R, F )

10: until Can not find more correct or wrong R, F and SF

11: /*The following rules are applied to identify droppers and non-droppers.

Note: there could be nodes that cannot be determined as dropper or non-dropper, the

set of which can be reduced with the following rules*/

12: Rule7(CS, R, F )

13: Rule8(CS, R, F )

14: Rule5(CS, R, F , ND)

15: Rule6(CS, R, F , ND)

16: Rule3(CS, GG, R, F , SF )

17: until Can not find more droppers or non-droppers
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Algorithm 2 Rule1(CS, DEPTH, MAXD, GG, R)

Paramenters

- CS, the set of the children for each node

- DEPTH, the depth for each node

- MAXD, the maximum depth of a routing tree

- GG for each node

- R for each node

Return values

- The identities of the nods which have correct or wrong R

1: for every leaf node i do

2: if Ri = 0 then

3: Ri is correct

4: else

5: Ri is not correct

6: Ri ← 0

7: end if

8: end for

9: for D = MAXD-1 to 1 do

10: if DEPTHj = D then

11: if Ri is correct for ∀i ∈ CSj then

12: if Rj
.
=

∑
∀i∈CSj

(Ri +GGi) then

13: Rj is correct

14: end if

15: end if

16: end if

17: end for
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Algorithm 3 Rule2(CS, P , SG, GG, EF , R, F )

Parameters

- CS, the set of the children for each node

- P , the set of the nodes on the path for each source

- SG for each node

- GG for each node

- EF for each node

- R for each node

- F for each node

Return values

- The identities of the nods which have correct or wrong F

1: for every source s do

2: if SGs > 0 and SGs
.
= GGs then

3: i does not drop packets for ∀i ∈ Ps

4: for all i ∈ Ps do

5: if Ri
.
= EFi then

6: Ri is correct

7: if Fij
.
= Ri +GGi then

8: Fij are correct

9: end if

10: end if

11: end for

12: end if

13: end for
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Algorithm 4 Rule3(CS, GG, R, F , SF , ND)

Parameters

- CS the set of the children for each node

- GG for each node

- R for each node

- F for each node

- SF for each node

- ND, the identities of the nodes which are found as non-droppers currently

Return values

- The identities of the nods which have correct or wrong F , SF

1: for every node j do

2: if j does not drop packets and Rj is correct then

3: if Rj +GGj
.
= Fij + SFij then

4: if Fij is correct then

5: SFij is correct

6: else if SFij is correct then

7: Fij is correct

8: end if

9: end if

10: end if

11: end for
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Algorithm 5 Rule4(CS, SS, GG, F , SF )

Parameters

- CS, the set of the children for each node

- SS, the set of the siblings for each node

- GG for each node

- F for each node

- SF for each node

Return values

- The identities of the nods which have correct or wrong SF

1: for every node j do

2: for all i ∈ CSj do

3: if Fkj is correct for ∀k ∈ SSi then
4: if SFij

.
=

∑
∀k∈SSi

Fkj +GGj then

5: SFij is correct

6: end if

7: end if

8: end for

9: end for
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Algorithm 6 Rule5(CS, R, F , ND)

Parameters

- CS, the set of the children for each node

- R for each node

- F for each node

- ND, the identities of the nodes which are found as non-droppers currently

Return values

- The identities of the nodes which are newly found as droppers or non-droppers

1: for every node j do

2: if j does not drop packets then

3: for all i ∈ CSj do

4: if Ri and Fij are correct then

5: if Ri +GGi
.
= Fij then

6: i does not drop packets

7: end if

8: end if

9: end for

10: end if

11: end for
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Algorithm 7 Rule6(CS, R, F , ND)

Parameters

- CS, the set of the children for each node

- R for each node

- F for each node

- ND, the identities of the nodes which are found as non-droppers currently

Return values

- The identities of the nodes which are newly found as droppers or non-droppers

1: for every node j do

2: if i does not drop packets for ∃i ∈ CSj then

3: if Ri and Fij are correct then

4: if Ri +GGi
.
= Fij then

5: j does not drop packets

6: end if

7: end if

8: end if

9: end for

Algorithm 8 Rule7(CS, R, F )

Parameters

- CS, the set of the children for each node

- R for each node

- F for each node

Return values

- The identities of the nodes which are newly found as droppers or non-droppers

1: for every node j do

2: if Ri is correct for ∀i ∈ CSj then

3: if Fij is correct for ∀i ∈ CSj then

4: if
∑

∀i∈CSj
Ri

.
=

∑
∀i∈CSj

Fij then

5: j does not drop packets

6: end if

7: end if

8: end if

9: end for
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Algorithm 9 Rule8(CS, R, F )

Parameters

- CS, the set of the children for each node

- R for each node

- F for each node

Return values

- The identities of the nodes which are newly found as droppers or non-droppers

1: for every node j do

2: if Fij is correct for ∀i ∈ CSj then

3: if Rj is correct then

4: if Rj
.
=

∑
∀i∈CSj

Fij then

5: j does not drop packets

6: end if

7: end if

8: end if

9: end for

Algorithm 10 ExtenedRule1(CS, GG, R, F )

Parameters

- CS, the set of the children for each node

- GG for each node

- R for each node

- F for each node

Return values

- The identities of the nods which have correct R

1: for every node j do

2: if Fij is correct for ∀i ∈ CSj then

3: if Rj
.
=

∑
∀i∈CSj

Fij then

4: if Rj
.
=

∑
∀i∈CSj

(Ri +GGi) then

5: Rj is correct

6: end if

7: end if

8: end if

9: end for
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Algorithm 11 ExtenedRule2(CS ,GG, R, F )

Parameters

- CS, the set of the children for each node

- GG for each node

- R for each node

- F for each node

Return values

- The identities of the nods which have correct R, F

1: for every node k do

2: if Rk
.
=

∑
∀i∈CSj&∀j∈CSk

Fij +GGj then

3: if Rj
.
=

∑
∀i∈CSj

Fij then

4: Rk, Rj and Fij are correct for ∀i ∈ CSj and ∀j ∈ CSk
5: end if

6: end if

7: end for

As the tree structure dynamically changes every certain time interval, behaviors of sensor nodes

can be observed in a large variety of scenarios. In addition, as the information of node behav-

iors has been accumulated, the sink periodically run our proposed heuristic ranking algorithms

to identify most likely bad nodes from suspiciously bad nodes whose number are potentially

large. Global Ranking-Based (GR) Method is based on the heuristic that, the more times a

node is identified as suspiciously bad, the more likely it is a bad node. Stepwise Ranking-Based

(SR) method reduces the value of node v′s accused account by the times that u and v have

been suspected together once a bad node u is identified, for any other node v that has been

suspected together with node u since the GR method will misaccuse innocent nodes that have

frequently been parents or children of bad nodes. Hybrid Ranking-Based (HR) Method con-

cerns the possibility that an innocent node being framed by bad nodes is also considered by

not choosing the nodes who have always being suspected together with already-identified bad

nodes and after selecting a most likely bad node, choses the one which has the highest accused

account value among the rest if the node has not always been accused together with the bad

nodes that have been identified already. The simulation results show that the hybrid ranking

is the best ranking algorithm among the three for its high detection rate and low false positive
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Algorithm 12 ExtenedRule3(CS ,GG, R, F , SF )

Parameters

- CS, the set of the children for each node

- GG for each node

- R for each node

- F for each node

- SF for each node

Return values

- The identities of the nods which have correct F , SF

1: for every node k do

2: if Rk
.
=

∑
∀j∈CSk&∃i∈CSj

(Fij + SFij) then

3: if (Rj +GGj)
.
= (Fij + SFij) for ∃i ∈ CSj , ∀j ∈ CSk then

4: Rk, Rj are correct

5: if Fij is correct then

6: SFij is correct

7: else if SFij is correct then

8: Fij is correct

9: end if

10: end if

11: end if

12: end for
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Algorithm 13 ExtenedRule4(CS, EF , R, F , SF )

Parameters

- CS, the set of the children for each node

- R for each node

- EF for each node

- R for each node

- F for each node

- SF for each node

Return values

- The identities of the nods which have correct F

1: for every node j do

2: if EFj
.
=

∑
∀i∈CSj

Fij then

3: if Rj
.
=

∑
∀i∈CSj

Fij then

4: Fij are correct for ∀i ∈ CSj
5: end if

6: end if

7: end for

and almost all bad nodes can be identified after 8 rounds regardless of the attack model. It is

also shown that the less the number of bad nodes, the easier to identify these nodes and as the

threshold to categorize nodes is higher, the detection rate becomes lower. The collusion among

nodes also makes the detection rate lower.
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CHAPTER 4. RESULTS

Using ns2, we conduct extensive simulation to evaluate the performance of our proposed

scheme. We study the failed-detection rate (i.e., the percentage of packet droppers that are not

identified) as the density of networks and the percentage of droppers vary. We simulate three

different network settings: 101 nodes (including the base station) deployed to 300 × 300m2

area (denoted as 300× 300), 101 nodes deployed to 400× 400m2 area (denoted as 400× 400),

and 101 nodes deployed to 500× 500m2 (denoted as 500× 500). In all simulation results, each

packet dropper drops 50% of the packets which are supposed to be forwarded.

4.1 Impact of network density on failed-detection rate

In Fig. 4.1, we show the failed-detection rate as the network density varies. Here, the num-

ber of regular sensor nodes is 100, natural dropping rate of packets (due to channel noises,

interference, and other environmental factors) is 1%, mis-overhearing rate is 3%, and the num-

ber of detection rounds is 5. We show the result in two cases: when 10% nodes are droppers

and when 20% nodes are droppers. As can be seen, as the network density decreases, the

failed-detection rate increases. This is because, as the network density decreases, each dropper

has less neighbors that can monitor its behavior.

4.2 Impact of natural dropping rate and mis-overhearing on

failed-detection rate

In reality, some packets are dropped not only by the attackers but also by environment

factors such as interference. Additionally, a node can not overhear the communication of its

neighboring nodes perfectly. Thus, we study how these factors affect the performance of our
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Figure 4.1 Failed-detection rate vs. network density

scheme. Let the dropping rate affected by environmental reasons vary from 1% to 6% and mis-

overhearing rate vary from 3% to 8%. In Fig. 4.2, the horizontal axis presents three different

combinations of the natural dropping rates and the mis-overhearing rates, and the vertical axis

represents the failed-detection rates with these three combinations. In addition, two different

settings of network density are considered: 100 nodes deployed to 300× 300m2 and 100 nodes

deployed to 400× 400m2.

As can be seen, the larger are the natural dropping/mis-overhearing rates, the higher is the

failed-detection rate. The reason is that the allowed error range for R, F and SF increases as

the natural dropping/mis-overhearing rates increase. Consequently, even though some droppers

drop some of its received packets, they could be protected from being detected.

Figure 4.2 Failed-detection rate vs. natural dropping rate and mis-overhearing rate
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4.3 Impact of percentage of droppers on failed-detection rate

In Fig. 4.3, the horizontal axis represents the percentage of all droppers and the vertical

axis represents the corresponding failed-detection rates. The natural dropping rate is 1% and

mis-overhearing rate is 3%. The number of detection rounds is 5. The results were shown in two

network settings: 100 nodes deployed to 300× 300m2 and 100 nodes deployed to 400× 400m2.

Figure 4.3 Failed-detection rate vs. percentage of droppers

As the number of droppers increases, the failed-detection rate also increase. This is because

the number of neighboring nodes which make correct monitoring reports on a path decreases.

This becomes more clear when we compare the setting of 300× 300m2 to the setting of 400×

400m2. In the 400 × 400m2 setting, the failed-detection rate increases faster than in the

300 × 300m2 setting as the number of compromised nodes increases. Let’s think about the

number of neighboring nodes for each node in two areas. To find droppers, we need at least

one innocent neighboring node for each dropper. The network in the 400× 400m2 setting has

lower density and so the percentage that each dropper has no innocent neighboring node is

higher than that in the 300× 300m2 setting.

4.4 Impact of detection rounds on failed-detection rate

In Fig. 4.4, the horizontal axis represents the number of detection rounds, and the vertical

axis represents the corresponding failed-detection rates. The number of nodes is 100, the

natural dropping rate is 1% and the mis-overhearing rate is 3%. The area is 400× 400m2. As
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can be seen, as the number of rounds increases, the failed-detection rate drops. This is because

more paths are used to forward packets from a source and the number of paths where any node

does not drop packets increases. This increase helps the base station to find innocent nodes.

However, the number of paths where some nodes drop packets also increases but these paths

cross the paths where any node does not drop packets. Thus, the innocent nodes on the paths

without packets dropped can accuse the droppers on the paths with packets dropped.

Figure 4.4 Failed-detection rate vs. number of detection rounds



39

CHAPTER 5. SUMMARY AND DISCUSSION

In this thesis, we propose a simple yet effective scheme to identify packet droppers. This

scheme only requires sending and forwarding nodes to report their observations to a base

station, and the base station can analyze the reports, identify inconsistencies in the reports,

and then locate the intruders using two kinds of the rules we propose. The basic rules hold

regardless of the number of compromised neighboring nodes since they are based on consistent

relation for the report of the base station and each node and the extended rules hold unless

a node and all its neighboring nodes are compromised at the same time, which is a rare case.

Extensive simulations have been conducted to demonstrate the effectiveness of the scheme. In

the simulations, the failed-detection rate increases as the network density decreases. This is

because, as the network density decreases, each dropper has less neighbors that can monitor its

behavior. It is also shown that the larger are the natural dropping/mis-overhearing rates, the

higher is the failed-detection rate. The reason is that the allowed error range for R, F and SF

increases as the natural dropping/mis-overhearing rates increase. As the number of droppers

increases, the failed-detection rate also increase. The main cause for this is that the number of

neighboring nodes which make correct monitoring reports on a path decreases. As the number

of rounds increases, the failed-detection rate also drops. This is because more paths are used to

forward packets from a source and the number of paths where any node does not drop packets

increases. The proposed scheme can also tolerate malicious reports, natural packet dropping

and so on.

As a future work, the distinction of dropping by environment factor such as interference

from dropping by compromised nodes might give better performance. The range for the valid

value of R, F and SF can be also adjusted as the packet reception rate of the base station for

over all sensor nodes changes.
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