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INTRODUCTION

Consider the uniformly elliptic differential operator \( \mathbb{H} \) defined by

\[
\mathbb{H}(u(x,y)) = -(A(x,y)u(x,y)_x)_x - (B(x,y)u(x,y)_y)_y \\
-(B(x,y)u(x,y)_x)_y - (C(x,y)u(x,y)_y)_y + D(x,y)u(x,y)_x \\
+ E(x,y)u(x,y)_y
\]

where \( A, B, \) and \( C \in C^1 + \infty, D \) and \( E \in C^{\infty} \), for \( 0 < \varepsilon < 1 \). Since \( \mathbb{H} \) is uniformly elliptic, there is a positive constant \( \gamma \) such that \( \lambda \) and \( C \geq \gamma \). Along with (1.1) we consider operator

\[
(1.2) \quad \mathbb{L}u = \mu u + \nu u.
\]

We are interested in solving, by finite difference techniques, the boundary value problem

\[
(1.3) \quad \mathbb{H}(u(x,y)) + \mathbb{F}(x,y)u(x,y) = S(x,y) \text{ in } G
\]

\[
(1.4) \quad u(x,y) = g(x,y) \text{ on } G',
\]

where \( G \) is an open connected region with piecewise \( C^1 \) boundary \( G' \). Further assume \( \mathbb{F} \geq 0, \) and \( \mathbb{F}, S, \) and \( g \in C^{\infty}. \) From Bers, John and Schechter (2, p. 136), we have strong enough conditions placed on the differential equation and the region so that a unique solution \( u \in C^{2+\infty} \) exists and depends continuously on \( G + G' \) and the boundary condition \( g \).

In this paper we propose a five-point difference scheme of positive type for solution of the differential equation (1.3). If the differential operator (1.1) is self-adjoint, then the corresponding difference operator will also be self-adjoint. With the conditions placed on the coefficients of the differential
equation the method is $o(1)$. If, instead, we assume $A$, $B$, and $C \in C^{2+\alpha}$ and $D$, $E$, $F$, and $S \in C^{1+\alpha}$, then the method is shown to be $O(h)$. It is possible for five-point difference schemes to be of order $h^2$ for certain Dirichlet problems. (See Mac Neal (11), or Varga (14, pp. 181-191), for example.) The proposed method is intended to be done numerically on a digital computer. In order to solve a general elliptic equation, this method cannot be shown to be of an order greater than $h$; but in special cases this method may be $O(h^2)$.

Difference equations for solution of elliptic differential equations with a mixed derivative term have been proposed by Greenspan (6), (7), and Greenspan and Jain (8). Discussion of convergence of general difference schemes for elliptic differential equations has been done by Motzkin and Wasow (12), Bers (1), Greenspan and Parter (9) and others. Theorems on existence and uniqueness of the solution of finite difference equations and convergence of the solution of the difference equation to the solution of the differential equation have been done in the literature for difference equations of positive type. See, for instance, Parter (13) or Greenspan and Parter (9). Existence, uniqueness, and convergence proofs contained in this paper will be modifications of a somewhat more general theory to fit the needs of the problem at hand.
DEVELOPMENT OF THE DIFFERENCE EQUATIONS

The theoretical discussion of an arbitrary elliptic equation usually involves transforming it into some standard form, generally one involving the Laplacian and lower order derivatives in u. Weinberger (16, p. 44) or Garabedian (5, p. 59) shows that if a transformation

\[ \bar{z} = \tilde{z}(x, y), \quad \bar{\eta} = \tilde{\eta}(x, y), \quad \tilde{z}, \tilde{\eta} \in C^2, \quad \tilde{z}(\bar{z}, \bar{\eta}) \neq 0, \]

is performed on the differential operator (1.2), then

\[ \begin{align*}
\bar{w}(u) + F(u) &= -\left[ A\frac{\partial^2}{\partial x^2} + 2B\frac{\partial}{\partial x}\frac{\partial}{\partial y} + C\frac{\partial^2}{\partial y^2} \right] u_{\bar{z}}^2 \\
&\quad - \left[ A\frac{\partial^2}{\partial x^2} \eta_x + B\frac{\partial}{\partial x} \eta_y + C\frac{\partial^2}{\partial y^2} \eta_y \right] u_{\bar{z}} \eta_{\bar{\eta}} \\
&\quad - \left[ A\eta_x^2 + 2B\eta_x \eta_y + C\eta_y^2 \right] u_{\eta_x}^2 + \bar{w}(\bar{z}) u_{\eta_{\bar{z}}} + F(u).
\end{align*} \]

**Definition 2.1**

We define a first canonical form of \( \bar{w} + F(u) \) as

\[ \nabla \cdot \varphi(\bar{z}, \bar{\eta}) \nabla u + d(\bar{z}, \bar{\eta}) u_{\bar{z}}^2 + e(\bar{z}, \bar{\eta}) u_{\eta_{\bar{z}}} + f(\bar{z}, \bar{\eta}) u. \]

This requires that the coefficient of \( u_{\bar{z}}^2 \eta_{\bar{\eta}} \) vanish and the coefficient of \( u_{\bar{z}} \eta_{\bar{\eta}} \) be the same as that of \( u_{\eta_{\bar{z}}} \). These conditions determine \( \varphi, d, e, \) and \( f \), but not uniquely. Usually this is the desired form.

**Definition 2.2**

We define a second canonical form of \( \bar{w} + F(u) \) as

\[ \begin{align*}
-(A^*(\bar{z}, \bar{\eta}) u_{\bar{z}}^2) &= -(C^*(\bar{z}, \bar{\eta}) u_{\eta_{\bar{z}}} + D^*(\bar{z}, \bar{\eta}) u_{\bar{z}}^2 \\
&\quad + E^*(\bar{z}, \bar{\eta}) u_{\eta_{\bar{z}}} + F^*(\bar{z}, \bar{\eta}) u.
\end{align*} \]
Here the only requirement on the transformation is that the coefficient of $\frac{\partial^2 \eta}{\partial y^2}$ vanish. If the coefficient of $\frac{\partial^2 \eta}{\partial y^2}$ vanishes, then

\begin{equation}
A \frac{\partial^2 \eta}{\partial x^2} + B \frac{\partial^2 \eta}{\partial x \partial y} + C \frac{\partial^2 \eta}{\partial y^2} = 0.
\end{equation}

Therefore, if $\frac{\partial^2 \eta}{\partial y^2} \neq 0$,

\begin{equation}
\frac{A \frac{\partial^2 \eta}{\partial x^2}}{\frac{\partial^2 \eta}{\partial y^2}} + \frac{B \frac{\partial^2 \eta}{\partial x \partial y}}{\frac{\partial^2 \eta}{\partial y^2}} = -(B \eta_x + C \eta_y).
\end{equation}

Hence, when $A \eta_x + B \eta_y \neq 0$

\begin{equation}
\frac{\partial \eta}{\partial y} = \frac{\partial \eta}{\partial x} = \frac{B \eta_x + C \eta_y}{A \eta_x + B \eta_y}.
\end{equation}

If we choose $\eta \in C^2$, so that $A \eta_x + B \eta_y \neq 0$, we can solve for $\frac{\partial \eta}{\partial y}$ using (2.7). Then if $\frac{\partial \eta}{\partial y} = \text{constant along solutions of}$

\begin{equation}
\frac{\partial \eta}{\partial x} = \frac{B \eta_x + C \eta_y}{A \eta_x + B \eta_y},
\end{equation}

the coefficient of the mixed derivative vanishes. Since the elliptic equation remains elliptic under the non-singular transformation (2.1), the coefficients of $\frac{\partial^2 \eta}{\partial x^2}$ and $\frac{\partial^2 \eta}{\partial y^2}$ have the same algebraic sign. This choice of $\frac{\partial \eta}{\partial y}$ and $\eta$ takes (1.2) into the second canonical form (2.4).

Techniques to obtain a first canonical form of (1.2) are discussed in Courant and Hilbert (4, pp. 154-163) or Garabedian (5, pp. 57-68).

If a transformation of (1.2) into either the first or second canonical form can be obtained, it might be most desirable to obtain the transformed equations and to proceed analytically as far
as possible. For a system in first or second canonical form, numerical procedures have been suggested by Varga (14, pp. 181-191), and others. Also, the numerical method we describe in this paper can be applied to the transformed equation with possibly a better rate of convergence than would be obtained on the original equation.

We assume the differential operator (1.2) cannot be put into a canonical form, and we must proceed numerically. The operator (1.2) is transformed into $\xi$-coordinates, using the transformation which puts (1.2) into the second canonical form.

If we choose $\eta_1 = \eta_1(x) = x$, then equation (2.8) becomes

$$
\frac{dy}{dx} = \frac{B(x, y)}{A(x, y)} .
$$

Then

$$
\frac{\partial (\xi, \eta)}{\partial (x, y)} = \begin{vmatrix}
\xi_x & \xi_y \\
\eta_x & \eta_y
\end{vmatrix}
= -\xi_y .
$$

Since

$$
\frac{\xi_x}{\xi_y} = \frac{\partial y}{\partial x} = \frac{B}{A},
$$

and $A \geq c > 0$, $\frac{dy}{dx}$ is bounded; hence $\xi_y \neq 0$ and $\frac{\partial (\xi, \eta)}{\partial (x, y)} \neq 0$.

We form a net on the region $G + G'$. Choose a horizontal and a vertical base line. On the horizontal line mark off intervals of length $h_1$ so that every point $(x, y)$ in the region $G + G'$ has an $x$ coordinate that falls in some interval of the base line.

The values of $h_1$ need not be equal; however, a uniform step size is convenient. Along the vertical line mark off intervals of width $k_j$, choosing the $k_j$ all equal. After the net is computed, it might
appear that a different vertical spacing would be better, due to too large net spacing in some parts of $G + G'$. In that case, a different spacing might be chosen to correct this problem.

![Figure 1. Region $G + G'$](image)

Using each point on the vertical as a starting point, solve the differential equation $\frac{dy}{dx} = B/A$. Extend the solution in each direction until the solutions pass out of the region $G$. It may be necessary to add extra starting points on the vertical to cover the entire region $G + G'$ by the net. We now have a set of net points which are aligned vertically. $\gamma = \text{constant on net points on any vertical line}$. $\zeta = \text{constant along "curves" obtained by solving } \frac{dy}{dx} = B/A$.

We form the boundary as follows: Along the lines $\gamma = \text{constant connect the last interior point in } G + G'$ with the first point
outside. If, for example, the region is convex, then this happens at the top and bottom of the region. The intersection of the vertical line \( \eta \) = constant with \( G' \) is taken as a boundary net point. No points outside \( G + G' \) are used as net points. Along "curves" \( J = \text{constant} \), connect the last point inside \( G + G' \) with the first point outside by a straight line. The intersection of the line with \( G' \) is taken as a boundary net point.

![Figure 2. Net Points on \( G + G' \)](image)

We require that the numerical method used to compute the net be of order \( h^2 \). This is meaningful since first partials of \( B/A \) are \( C^\infty \) in \( G + G' \). If higher order derivatives exist, then a higher order method may be practical to give faster convergence of the solution of the partial differential equation since the order
of the method depends upon the accuracy of the numerical procedure used to compute the net points. In case the differential operator is already in first or second canonical form, i.e., the mixed derivative is absent, the net is rectangular and it is not necessary to use the differential equation to form it.

Does the method described actually form the desired net? Do the solutions pass out of the region as stated? Do distinct starting points for the solutions of \( dy/dx = B/A, (2.9) \), remain distinct throughout the region? We shall examine these questions.

Since (1.1) is uniformly elliptic, \( A \) and \( C > 3 > 0 \) and \( B/A \in C^1 \). The partials are continuous and bounded on \( G + G' \). Therefore, a local solution of \( dy/dx = B/A, (2.9) \), exists at every point in \( G \). Two adjacent solutions cannot join since this would deny the uniqueness of the solution of (2.9) at the point the solutions meet.

We assert that the graph of every solution \( y(x) \) of (2.9) can be extended from boundary to boundary of \( G + G' \). Suppose the graph of \( y(x) \) lies entirely within \( G \). Since \( B/A \) is bounded away from zero on \( G + G' \), the slope of the graph remains bounded. The local existence theorem assures us that the solution exists for some interval \( \alpha_1 < x < \alpha_2 \) about the initial starting value. Let us extend this solution to a maximum interval \( \beta_1 < x < \beta_2 \). However, by hypothesis we know a local solution exists at all points of \( G + G' \); in particular, at the end points of the arc. In fact, by continuity of the solution of (2.9), the solution at the end points must be \( y(x) \). Now the local existence theorem says the solution starting
at $(\bar{t}_x, y(\bar{t}_x))$ exists in an open interval containing $\bar{t}_x$; hence $\bar{t}_x$ is not an end point. This denies the fact that $\bar{t}_x$ was an end point of the maximum interval. Consequently, the solutions of (2.9) must extend from boundary to boundary.

For each point in $G$ we assign a neighborhood set $N(P)$. $N(P)$ and $P$ are points to be used in the difference equation in which $P$ is the center point. For our purposes $N(P)$ are the four adjacent points to $P$. We assume $P \notin N(P)$. Let $h > 0$ be a parameter which measures the size of neighborhoods (or the size of the net); specifically, let

$$h = \max_{Q \in N(P)} |P - Q|$$

over all points $P$ in the given net. Let $G(h)$ denote net points in $G$ and $G'(h)$ the net points on $G'$.

**Definition 2.3**

For a net $G(h) + G'(h)$ we define connectedness as follows: Given two points $P \in G(h)$, $Q \in G(h) + G'(h)$, there is a "path" $P = P_1, P_2, \ldots, P_r = Q$ from $P$ to $Q$ in which $P_{i+1} \in N(P_i)$. Note that since $N(P)$ is defined for interior points, all points $P_i$, $i = 1, r-1$ necessarily are in $G(h)$.

Since we have assumed that $G + G'$ is connected, we will require it of $G(h) + G'(h)$. If the net spacing is sufficiently small, this can be accomplished.

Let

$$\mathbf{t}_i = \left( -\frac{\partial}{\partial y}, \frac{\partial}{\partial x} \right) \left/ \sqrt{\left( \frac{\partial}{\partial x} \right)^2 + \left( \frac{\partial}{\partial y} \right)^2} \right.$$  \hspace{1cm} (2.10)

denote the tangent and the positive direction along the curve.
\( v^2 = \text{constant.} \) Let

\[
(2.11) \quad \mathbf{v}_2 = \left( -\frac{\partial}{\partial y}, \frac{\partial}{\partial x} \right) \sqrt{\frac{x^2}{y^2} + \frac{y^2}{x^2}}
\]

denote the tangent and the positive direction along the curve \( \mathbf{v}^2 = \text{constant} \).

We now show that if we resolve our differential equation in terms of derivatives along the \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \) directions, a simple five-point difference equation can be obtained, and the effects of the mixed derivatives are gone. This part of the theory is carried out in full generality where \( \mathbf{v} \) need not be a function of \( x \) alone.

Therefore, other curvilinear nets could be used, rather than the one we have introduced and the corresponding difference equations obtained for that net.

Following the technique in Varga (14, pp. 166-188), we form with each net point a net region. We then integrate the differential equation over this net region. This method of forming difference equations has the disadvantage that it has a low order discretization error. It possesses two possible advantages: First, if we are working with a self-adjoint differential equation, then the associated algebraic system is also self-adjoint. In studies in which eigenvalues are of interest, this might be quite important.

The method can be extended to cases where the smoothness of the coefficients of (1.2) is only piecewise. Wachspress (15, p. 32-38 and p. 70-74) and Varga (14, p. 173-177, 190) discuss this for an equation in first canonical form.

For actual computation, the points \( \{ P_n \} \) are numbered
serially and some way is used for designating the points on the boundary. For the theoretical discussion, double subscripts are used for the points; so we have point \( P_{i,j} = (x_i, y_j) \). The function evaluated at \((x_i, y_j)\) is denoted by \( u(x_i, y_j) \), \( u(P_{i,j}) \) or \( u(i,j) \). When the function is evaluated halfway between two net points, it is denoted by \( u(i + \frac{1}{2}, j) \).

Consider an arbitrary net point in \( G(h) \) with coordinates \((x_i, y_j)\). As shown in Figure 3, the neighboring net points are \((x_{i+1}, y_j), (x_i, y_{j+1}), (x_{i-1}, y_j), \) and \((x_i, y_{j-1})\). The midpoints on the lines connecting these points with \((x_i, y_j)\) are \((x_{i+\frac{1}{2}}, y_j), (x_i, y_{j+\frac{1}{2}}), (x_{i-\frac{1}{2}}, y_j), \) and \((x_i, y_{j-\frac{1}{2}})\) respectively.

We form a net region which contains the point \((x_i, y_j) \in G(h)\). Draw the curve \( \eta = \text{constant} \) through \((x_{i+\frac{1}{2}}, y_j)\) and \((x_{i-\frac{1}{2}}, y_j)\). Then draw the curve \( \zeta = \text{constant} \) through \((x_i, y_{j+\frac{1}{2}})\) and \((x_i, y_{j-\frac{1}{2}})\). Extend the \( \eta = \text{constant} \) curves and the \( \zeta = \text{constant} \) curves until the \( \eta = \text{constant} \) and \( \zeta = \text{constant} \) curves intersect. This forms a region \( R \) associated with the point \((x_i, y_j)\). A net region \( R \) is formed for each point in \( G(h) \). Figure 3 shows a possible region for \( \eta = x \).
We define derivatives in the directions \( \mathbf{t}_1 \) and \( \mathbf{t}_2 \) and then integrate the differential equation over the net region \( R \), writing it in terms of the new derivatives.

**Definition 2.4**

We define \( u \big|_{\mathbf{t}_1} \) to be the directional derivative in the direction of \( \mathbf{t}_1 \); thus \( u \big|_{\mathbf{t}_1} = \nabla u \cdot \mathbf{t}_1 \). Similarly, \( u \big|_{\mathbf{t}_2} = \nabla u \cdot \mathbf{t}_2 \).

Then, using (2.10) and (2.11)
(2.12) \[ u_{t_1} = \left( -\eta_y u_x + \eta_x u_y \right) \sqrt{\frac{\eta_x^2}{\eta_y} + \frac{\eta_y^2}{\eta_x}} \]

and

(2.13) \[ u_{t_2} = \left( -\frac{\eta_y}{\eta_x} u_x + \frac{\eta_x}{\eta_y} u_y \right) \sqrt{\frac{\eta_x^2}{\eta_y} + \frac{\eta_y^2}{\eta_x}} \].

We solve for \( u_x \) and \( u_y \) in terms \( u_{t_1} \) and \( u_{t_2} \).

(2.14) \[ u_x = \left( \frac{\eta_x}{\eta_y} \sqrt{\frac{\eta_x^2}{\eta_y} + \frac{\eta_y^2}{\eta_x}} u_{t_1} - \eta_x \sqrt{\frac{\eta_x^2}{\eta_y} + \frac{\eta_y^2}{\eta_x}} u_{t_2} \right) / \left( \eta_x \eta_y - \frac{\eta_x^2}{\eta_y} \right) \]

and

(2.15) \[ u_y = \left( \frac{\eta_y}{\eta_x} \sqrt{\frac{\eta_x^2}{\eta_y} + \frac{\eta_y^2}{\eta_x}} u_{t_1} - \eta_y \sqrt{\frac{\eta_x^2}{\eta_y} + \frac{\eta_y^2}{\eta_x}} u_{t_2} \right) / \left( \eta_x \eta_y - \frac{\eta_y^2}{\eta_x} \right). \]

To simplify writing, we let

(2.16) \[ z(\eta) = \sqrt{\frac{\eta_x^2}{\eta_y} + \frac{\eta_y^2}{\eta_x}}, \]

(2.17) \[ z(\xi) = \sqrt{\frac{\xi_x^2}{\xi_y} + \frac{\xi_y^2}{\xi_x}}, \]

and

(2.18) \[ J = \eta_x \xi_y - \frac{\xi_x}{\eta_y}. \]

The differential equation is integrated over each net region \( R \).

(2.19) \[ \int_{R} \int \left[ -\left( A u_x + B u_y \right) - \left( B u_x + C u_y \right) + D u_x + E u_y + F u \right] dR \]

\[ = \int_{R} S dR. \]
We use the divergence theorem to rewrite the first two terms of (2.19) in the form

\[
(2.20) \quad \int_\mathcal{R} \left[ -(A_{xx} + B_{xy})\frac{\partial v}{\partial x} - (B_{yx} + C_{yy})\frac{\partial v}{\partial y} \right] \, d\mathcal{R}
\]

\[
= -\int_{\Gamma} \left[ (A_{xx} + B_{yx})n_x + (B_{yx} + C_{yy})n_y \right] \, ds
\]

where \( \Gamma \) is the boundary \( C_1, C_2, C_3, \) and \( C_4 \) of the net region \( \mathcal{R} \).

(See figure 3.) The derivatives on the right-hand side of (2.20) are written in terms of \( u_{+1} \) and \( u_{+2} \) using (2.14) and (2.15). Then

\[
(2.21) \quad -\int_{\Gamma} \left[ (A_{xx} + B_{yx})\frac{\partial u}{\partial x} + (B_{yx} + C_{yy})\frac{\partial u}{\partial y} \right] \, ds
\]

\[
= \int_{C_1} \left[ \frac{A_{xx}}{3} \gamma_x + \frac{B_{yx}}{3} \gamma_x + \frac{B_{yx}}{3} \gamma_y + C_{yy} \gamma_y \right] u_{+1} \, ds
\]

\[
+ \int_{C_1} \left[ \frac{z(\beta)}{\gamma(y)} \left( \frac{z(\xi)}{y} + 23 \gamma_x \gamma_y + C\gamma_{yy} \right) \right] u_{+2} \, ds
\]

\[
= \int_{C_1} \left[ \frac{z(\beta)}{\gamma(y)} \left( A\gamma_x^2 + 23 \gamma_x \gamma_y + C\gamma_{yy} \right) \right] u_{+2} \, ds,
\]

since by (2.5) the coefficient of \( u_{+1} \) vanishes. On \( C_3 \) the integral has the same form except for a change of sign.

\[
(2.22) \quad -\int_{C_3} \left[ (A_{xx} + B_{yx})\frac{\partial v}{\partial x} + (B_{yx} + C_{yy})\frac{\partial v}{\partial y} \right] \, ds
\]
On \( C_2 \) (the top of the net region) we have

\[
\int_{C_2} \left[ (Au_x + Bu_y) \frac{\partial u}{\partial x} + (Cu_x + Cu_y) \frac{\partial u}{\partial y} \right] ds = - \int_{C_2} \frac{\partial u}{\partial z} \left( A \frac{\partial^2 u}{\partial x^2} + 2B \frac{\partial^2 u}{\partial x \partial y} + C \frac{\partial^2 u}{\partial y^2} \right) ds.
\]

since the coefficient of \( u_{x2} \) vanishes. On \( C_4 \) the integral has the same form except for sign change.

\[
\int_{C_4} \left[ (Au_x + Bu_y) \frac{\partial u}{\partial x} + (Cu_x + Cu_y) \frac{\partial u}{\partial y} \right] ds = - \int_{C_4} \frac{\partial u}{\partial z} \left( A \frac{\partial^2 u}{\partial x^2} + 2B \frac{\partial^2 u}{\partial x \partial y} + C \frac{\partial^2 u}{\partial y^2} \right) ds.
\]

At this point we can see that if we discretize these equations we obtain a five-point difference formula where the effect of the mixed derivatives is absent. Note that along \( C_1 \) we need a difference analog of \( u_{x2} \) which can be obtained from a difference quotient using \( u(x_i, y_j) - u(x_{i+1}, y_j) \). Similarly on \( C_2 \) we need the discrete analog of \( u_{y1} \) and this can be obtained from a difference quotient.
using \( u(x_1, y_{j+1}) - u(x_1, y_j) \). The vanishing of the coefficient of \( u_{x_1} \) on \( C_1 \) and the vanishing of the coefficient of \( u_{y_2} \) on \( C_2 \) makes this possible.

We will now return to our special net where \( \eta_i = x \). Numerical integration does not give \( \gamma \); however, the integrals (2.21), (2.22), (2.23) and (2.24) can be written in terms of coefficients of the differential equation and the values of \( u \) in the net. Observe that

\[
\begin{align*}
(2.25) & \quad \eta_i = 0, \\
(2.26) & \quad \frac{\partial u}{\partial x} = \frac{v(y)}{w(x)}, \\
(2.27) & \quad \frac{\partial u}{\partial y} = (0, 1), \\
(2.28) & \quad \frac{\partial \omega}{\partial y} = \frac{(-\omega \cdot \beta)}{\sqrt{\alpha^2 + \beta^2}}, \\
(2.29) & \quad u_x = \frac{v(y)}{w(x)} \sqrt{\frac{2^2 + \beta^2}{A}} u_{x_1}, \\
(2.30) & \quad u_y = u_{y_1}, \\
(2.31) & \quad u_{x_1} = u_{y_1}, \\
\text{and} & \quad u_{x_2} = -\frac{A u_x - B u_y}{\sqrt{\alpha^2 + \beta^2}}. \\
\end{align*}
\]

Then

\[
\begin{align*}
(2.32) & \quad \int_{C_1} \frac{\partial \omega(y)}{\partial x} \left( A \frac{\partial u}{\partial x} + 2B \frac{\partial u}{\partial y} \gamma_i + C \gamma_i \frac{\partial \omega}{\partial y} \right) u_{x_2} ds \\
& \quad = \int_{C_1} \sqrt{\alpha^2 + \beta^2} u_{x_2} ds
\end{align*}
\]

and
\[
(2.34) \quad - \int_{C_3} \frac{z(x)}{y} \left( \ln y + 23 \right) \frac{x}{} \frac{y}{} \frac{z}{} \frac{u_1}{u_2} \, ds
\]
\[
= - \int_{C_3} \sqrt{1 + z^2} u_2 \, ds .
\]

Similarly,
\[
(2.35) \quad - \int_{C_2} \frac{z(x)}{y} \left( \ln y + 23 \right) \frac{x}{} \frac{y}{} \frac{z}{} \frac{u_1}{u_2} \, ds
\]
\[
= - \int_{C_2} \sqrt{1 + z^2} u_1 \, ds ,
\]

and
\[
(2.36) \quad \int_{C_4} \frac{z(x)}{y} \left( \ln y + 23 \right) \frac{x}{} \frac{y}{} \frac{z}{} \frac{u_1}{u_2} \, ds
\]
\[
= \int_{C_4} \sqrt{1 + z^2} u_1 \, ds .
\]

Therefore, the line integral around the net region \( R \),
\[
(2.20) \quad - \int_C \left[ \left( Au_x + Bu_y \right) n_x + \left( Cn_x + Cu_y \right) n_y \right] \, ds
\]
is equal to
\[
(2.37) \quad \int_{C_1} \sqrt{1 + z^2} u_2 \, ds - \int_{C_2} \sqrt{1 + z^2} u_1 \, ds
\]
\[
- \int_{C_3} \sqrt{1 + z^2} u_2 \, ds + \int_{C_4} \sqrt{1 + z^2} u_1 \, ds .
\]

Up to this point we have looked at only the first two terms of (2.19) integrated over the net region. The next two terms we rewrite as follows:

\[
(2.38) \quad \iint_R \left[ Du_x - \frac{A}{u_1} \frac{u_2}{u_2} \right] \, dA
\]
and

\[ (2.39) \quad \int_{\Gamma} \int_{R} E_{ij} \, d\Gamma = \int_{\Gamma} E_{ij} \, d\Gamma. \]

So the equation

\[ (2.19) \quad - \int_{\Gamma} \left[ (Au_{x} + Eu_{y}) n_{x} + (Bu_{x} + Cu_{y}) n_{y} \right] ds \]

\[ + \int_{\Gamma} \int_{R} (Dn_{x} + Eu_{y} + Fu) \, d\Gamma = \int_{\Gamma} S \, d\Gamma \]

is now written

\[ (2.40) \quad \int_{C_1} \sqrt{A^2 + B^2} \, u_{v2} \, ds - \int_{C_2} \frac{iC - B^2}{\sqrt{A^2 + B^2}} \, u_{v1} \, ds \]

\[ - \int_{C_3} \sqrt{A^2 + B^2} \, u_{v2} \, ds + \int_{C_4} \frac{iC - B^2}{\sqrt{A^2 + B^2}} \, u_{v1} \, ds \]

\[ + \int_{\Gamma} \int_{R} \left( -\frac{2}{A} \, u_{v1} - \frac{\sqrt{A^2 + B^2}}{A} \, u_{v2} \right) \, d\Gamma \]

\[ + \int_{\Gamma} \int_{R} E_{ij} \, d\Gamma + \int_{\Gamma} F_{ui} \, d\Gamma = \int_{\Gamma} S \, d\Gamma. \]

Up to this point no approximations have been made. We now obtain a set of equations which is a discrete approximation to equation (1.3) on \( G + G' \). To carry this out, we first discretize the net region and then obtain an approximation to equation (2.40) on each of the net regions.

Consider an arbitrary net point with coordinates \( (x_i, y_j) \). As shown in figure 4, the neighboring net points are \( (x_{i+1}, y_j) \), \( (x_i, y_{j+1}) \), \( (x_{i-1}, y_j) \) and \( (x_i, y_{j-1}) \). The mid-points on the lines
connecting these points with \((x_{1}, y_{j})\), \((x_{1+1}, y_{j})\), \((x_{1+1}, y_{j+1})\), \\
\((x_{1}, y_{j+1})\), and \((x_{1}, y_{j+2})\) respectively. To further simplify labeling, we label the central point 0, the four neighbor net points 1, 2, \(3, 4\), respectively, and the mid-points as 5, 6, 7, and 8, as shown in figure 4.

To form the net region, draw a line segment through point 5 with direction \(\mathbf{t}(5)\). (\(\mathbf{t}\) evaluated at point 5.) Make a similar construction at each of the points 6, 7 and 8. Extend these line segments in either direction until a quadrilateral is formed. The sides are labeled \(C_1, C_2, C_3,\) and \(C_4\). This is the discrete net region for point 0. We refer to it as the "net region" in discussing the discretized equations. Figure 4 shows the region when \(n = x\).

![Figure 4. Typical Discretized Net Region](image-url)
We now approximate equation (2.37) on the discretized not region.

On \( C \), the function in the integrand of equation (2.33) is evaluated at 5. The derivative is replaced by the difference quotient evaluated at 5 and these constants are then taken outside of the integral. The remaining integral is replaced by the path length. Analogous treatment is given to the integrals on sides \( C_2, C_3 \) and \( C_4 \). This is done in equations (2.33), (2.34), (2.35) and (2.36).

In writing the difference quotient, the distance from point 1 to point 0 must be calculated. Rather than use the actual coordinates of point 1 and point 0 to compute the distance, the approximation \( h_1 \sqrt{1 + \frac{B^2(5)}{h^2(5)}} \) is used. This assumes the line from point 0 to point 1 has slope \( B(5)/A(5) \) and this may not be exactly correct. Due to the continuity of \( B/A \) this error is small on a sufficiently small net region.

Along \( C_1 \)

\[
(2.41) \quad u_2 \simeq \frac{u(0) - u(1)}{h_1 \sqrt{1 + (B(5)/A(5))^2}}
\]

and the length of \( C_1 \) is

\[
(2.42) \quad \frac{k_1 + k_{i-1}}{2} + \frac{A(6)}{2} h_1 - \frac{A(8)}{2} h_{i-1}^2
\]

therefore,

\[
(2.43) \quad \int_{C_1} \sqrt{A^2 + B^2} u_2 ds \simeq
\]

\[
\int_{C_1} \sqrt{A^2 + B^2} u_2 ds \simeq
\]
\[\approx \frac{A(3)}{2} (u(0) - u(1)) \left\{ \frac{k_j}{h_j^2} + \frac{b(6)}{k(6)} - \frac{b(8)}{k(8)} \right\}.\]

Similarly
\[(2.44) - \int_{C_3} \sqrt{A^2 + B^2} u_{x_2} \, ds \]
\[\approx - \frac{A(7)}{2} (u(3) - u(0)) \left\{ \frac{k_j}{h_j} - \frac{b(6)}{k(6)} - \frac{b(8)}{k(8)} \right\}.\]

Along \(C_2\)
\[(2.45) u_{x_2} \approx \frac{u(2) - u(0)}{k_j}\]
and the length of \(C_2\) is
\[\frac{h_j + h_{j-1}}{2} \sqrt{1 + (B(6)/A(6))^2};\]
therefore,
\[(2.46) - \int_{C_2} \frac{A^2 - B^2}{\sqrt{A^2 + B^2}} u_{x_2} \, ds \]
\[\approx - \frac{h_j + h_{j-1}}{2k_j} \left\{ \frac{c(6)}{k(6)} - \frac{b^2(6)}{k(6)} \right\} (u(2) - u(0)).\]

Similarly
\[(2.47) - \int_{C_4} \frac{A^2 - B^2}{\sqrt{A^2 + B^2}} u_{x_1} \, ds \]
\[\approx \frac{h_j + h_{j-1}}{2k_{j-1}} \left\{ \frac{c(8)}{k(8)} - \frac{b^2(8)}{k(8)} \right\} (u(0) - u(4)).\]

The integrals
\[(2.48) \int K \, d\mathbf{r},\]
\[ (2.49) \quad \int \int_{R} F \, dR, \]

\[ (2.39) \quad \int \int_{R} B \, dR = \int \int_{R} E_{x} \, dR, \]

and

\[ (2.38) \quad \int \int_{R} D \, dR = \int \int_{R} B \left( -\frac{\nabla}{A} u_{x_{1}} + \frac{\sqrt{A^{2} + 2}}{A} u_{x_{2}} \right) dR \]

remain to be discretized. In each case, the integrand is evaluated at the center of the net region and derivatives are replaced by forward differences. The net region \( R \) is a trapezoid whose area is

\[ (2.50) \quad \frac{k_{+1} - k_{i-1}}{2} \left( \frac{k_{+1} + k_{i-1}}{2} \right) + \frac{h_{1} - h_{i-1}}{2} \left( \frac{E(0)}{A(0)} - \frac{E(0)}{A(3)} \right). \]

The area of the trapezoid is

\[ (2.51) \quad \left( \frac{k_{+1} + k_{i-1}}{2} \right) \cdot \left( \frac{k_{+1} + k_{i-1}}{2} \right) = \text{a correction term of order } h^{3}, \]

since

\[ (2.52) \quad \frac{E(0)}{A(0)} - \frac{E(0)}{A(3)} \approx \frac{3}{2} \left( \frac{E(0)}{A(0)} \right) \cdot \frac{k_{+1} - k_{i-1}}{2}. \]

We drop the correction term and use

\[ (2.53) \quad a(i, j) = \left( \frac{k_{+1} + k_{i-1}}{2} \right) \cdot \left( \frac{k_{+1} + k_{i-1}}{2} \right) \text{ as the area of the net region } R. \]

Now let us turn our attention to the integrals \((2.46), (2.49), (2.39)\) and \((2.38)\). The approximations are as follows:

\[ (2.54) \quad \int \int_{R} S \, dR \approx S(0) \cdot a(i, j) = S(0) \left( \frac{k_{+1} + k_{i-1}}{2} \right) \cdot \left( \frac{k_{+1} + k_{i-1}}{2} \right), \]
\[2.53 \int \int_{\mathbb{R}} \nabla \mathbf{u} \cdot \mathbf{F} \, dA = \int \int_{\mathbb{R}} \mathbf{F}(0) \cdot \mathbf{u}(0) \cdot \mathbf{a}(i, j) = \mathbf{F}(0) \cdot \mathbf{u}(0) \begin{pmatrix} \frac{k_i h_{i+1}}{2} \\ \frac{k_i h_{i+1}}{2} \end{pmatrix},\]

\[2.55 \int \int_{\mathbb{R}} \nabla \mathbf{u} \cdot \mathbf{F} \, dA = \]

\[\mathbf{F}(0) \cdot \mathbf{u}(0) \begin{pmatrix} \frac{k_i h_{i+1}}{2} \\ \frac{k_i h_{i+1}}{2} \end{pmatrix},\]

and

\[2.57 \int \int_{\mathbb{R}} \mathbf{a} \cdot \mathbf{a} \, dA = \int \int_{\mathbb{R}} \mathbf{F} \left( \begin{array}{c} -\frac{\mathbf{B}(0) \cdot \mathbf{u}(2) - \mathbf{u}(0)}{\mathbf{A}(0) \cdot \mathbf{x}_j} \\ \mathbf{u}(2) - \mathbf{u}(0) \end{array} \right) \left( \begin{array}{c} \frac{k_i h_{i+1}}{2} \\ \frac{k_i h_{i+1}}{2} \end{array} \right)^2 \left( \frac{k_i h_{i+1}}{2} \right)^2 \]

Note that in (2.57) we used \( \mathbf{B}(0)/\mathbf{A}(0) \) for the slope of the line from 0 to 1. This is not as good an approximation as \( \mathbf{B}(5)/\mathbf{A}(5) \) but gives a simpler discretization and does not increase the order of the discretization error.

Then we make use of the above results, the discretization of (2.50) on the net region \( \mathbb{R} \) gives

\[2.58 \mathbf{a}(i, j) \mathbf{u}(i, j) - \mathbf{a}(i, j) \mathbf{u}(i-1, j) - r(i, j) \mathbf{u}(i+1, j) - s(i, j) \mathbf{u}(i+1, j) - s(i, j) \mathbf{u}(i, j+1) - \mathbf{a}(i, j) \mathbf{u}(i, j-1) = s(i, j) + s(i, j) \mathbf{a}(i, j),\]

where \( \mathbf{a}(i, j) \) is the truncation error which absorbs all the errors of discretization, and where

\[2.59 \mathbf{a}(i, j) = \frac{\mathbf{A}(i-1, j)}{2 \mathbf{h}_i} \left( \frac{k_i h_{i+1}}{2} \right)^2 + \frac{\mathbf{B}(i-1, j)}{\mathbf{A}(i-1, j)} - \frac{\mathbf{B}(i-1, j)}{\mathbf{A}(i, j-1)} \]

\[2.60 \mathbf{r}(i, j) = \frac{\mathbf{A}(i, j-1)}{2 \mathbf{h}_i} \left( \frac{k_i h_{i+1}}{2} \right)^2 - \frac{\mathbf{B}(i, j-1)}{\mathbf{A}(i, j-1)} + \frac{\mathbf{B}(i, j-1)}{\mathbf{A}(i, j+1)} \]
\[ D(i,j) \frac{a(i,j)}{h_i^2} = \]

\[ (2.61) \quad \tau(i,j) = \frac{1}{h_i} \left[ C(i,j) + \frac{1}{2} \left( \frac{a(i,j)}{h_i} + a(i,j) \right) \right], \]

\[ (2.62) \quad b(i,j) = \frac{1}{h_i} \left[ C(i,j) + \frac{1}{2} \left( \frac{a(i,j)}{h_i} + a(i,j) \right) \right], \]

\[ (2.63) \quad d(i,j) = \lambda(i,j) + \nu(i,j) + \tau(i,j) + b(i,j) + e(i,j)a(i,j) + \]

and

\[ (2.64) \quad s(i,j) = S(i,j)a(i,j). \]

The \( e(i,j) \) term is dropped and the resulting equation is the discretized equation used to compute \( u \) at the point \((x_i, y_j)\).

For each point \((x_i, y_j)\) of the net where \( u(i,j) \) is unknown, we write equation (2.58). Therefore, there is one linear equation derived at each point where the value of \( u \) is unknown. Each point is coupled to the four adjacent neighbors, giving rise to a "five-point" formula. Note also that the contribution to these equations from the second order terms of the differential equation does not change order of magnitude with order of magnitude change in step size. Therefore, the equations do not have to be rescaled with change in net size in machine computation. However, for comparison with the differential equation, the contributions to the algebraic equations must be divided by \( a(i,j) \) and will change in magnitude as \( h \to 0 \).

In setting up the system of equations, we follow Varga (1962, p. 187). First, number the net points where \( u \) is unknown along
$\gamma$ = constant from left to right and top to bottom, calling this the "natural ordering" of the net region as shown in figure 2.

Then number the points where $u$ is known, say, on the boundary. Transpose the parts of the equation that have been evaluated to the right-hand side. We then arrange each equation with the unknowns in ascending order. In writing this system, we put the equation of each net point below that of the previous net point. This gives a system of equations

$$(2.65) \quad \mathbf{A}u = \mathbf{c}.$$ 

$\mathbf{A}$ is the coefficient matrix of the unknowns, and $u$ is the vector of unknown values $u(i,j)$ at net points. $\mathbf{c}$ is a vector which is formed from $S$ evaluated at net points and from the solution function $u$ given in boundary conditions of the problem.

Note the following properties of $\mathbf{A}$:

1) $\mathbf{A}$ is real.

2) Since $A > 0$, $C > 0$, and $AC - B^2 > 0$, $h$ can be taken small enough, depending on the magnitude of $D$, $A$, $B$, $C$ and $E$ so that $\lambda$, $r$, $t$ and $b > 0$ in the difference equation (2.56). In equations (2.55), (2.56) and (2.57) the coefficient of $P$ is multiplied by an $O(h^2)$ factor, the coefficients of $E$ and $D$ are multiplied by an $O(h)$ factor, while the remaining terms of the difference equation do not approach zero as $h \to 0$.

3) For $P \in C(h)$ and $N(P) \in C(h)$, $d = \lambda + r + t + b + P \cdot c(i,j)$. Since $F \geq 0$ and all other terms are positives if the conditions of property 2 are satisfied, $\mathbf{A}$ has positive diagonal elements and non-positive off diagonal elements.
4) If \( P \in G(h) \) and some \( Q \in N(P) \) in \( G' \), then \( d \) is greater than the sum of the off diagonal elements since one or more off diagonal terms has been transposed to the right hand side of the equation before \( \alpha \) was formed and is not an unknown. This transposition of an off diagonal term does not affect the magnitude of the diagonal, but reduces the sum of off diagonal terms in the equation corresponding to point \( P \).

5) If \( F > 0 \), \( \alpha \) is strictly diagonally dominant. If \( F = 0 \), strict dominance occurs only in rows of \( \alpha \) where the corresponding net point has neighbors on \( G' \).

6) If \( D = E = 0 \), then the differential operator \( L \) and the corresponding difference operator are both self-adjoint.

Proof of 6):

The self-adjointness of \( Lu \) is evident.

In matrix \( \alpha \) there are as many rows as net points at which \( u \) is unknown in the region \( R \). The \( m \)th row of \( \alpha \) is the set of coefficients of the equation corresponding to the \( m \)th net point in the region. The ordering of the unknowns and equations is such that the diagonal entries of \( \alpha \) are the elements \( d \) of (2.58). Let us examine the element \( \alpha_{mn} \) of \( \alpha \). The index \( m \) corresponds to the \( m \)th net point and the index \( n \) to the \( n \)th net point in the serial ordering of the net points of \( R \). That is, \( \alpha_{mn} \) is the coefficient of the \( n \)th unknown in the \( m \)th equation. If net point \( m \) and net point \( n \) are not neighbors, this coefficient is zero.
Now let us take a specific example as shown in Figure 5 where net point $n$ lies directly below net point $m$ along the curve $\gamma = \text{constant}$. The coefficient $\alpha^m_{mn}$ is computed by an approximation of a line integral of the form

$$\int \mathbf{f}(x,y) \cdot \mathbf{n} \cdot \mathbf{ds}$$

where $\mathbf{f}(x,y)$ is the evaluation of $f(x, y)$ at the mid-point between points $m$ and $n$ (see Figure 5), $\mathbf{n}$ is the positive distance from $m$ to $n$, and the normal is directed down (outward) as the minus sign on $n_{2}$ indicates. The coefficient of $u(n)$ in (2.66) is
(2.67) \( f(x^*, y^*)(-n_{t_2}) \text{(path length) / h.} \)

This is the entry in the mth row and nth column of \( A \).

We next look at the nth row of \( A \). The term \( \alpha_{nm} \) (the coefficient of \( u(m) \)) in this equation is derived from the line integral

(2.68) \( \int_C f(x, y)u_{n_1}n_{t_2} ds. \)

The integration is from right to left; hence the outward normal is \( n_{t_2} \). The discrete approximation of (2.68) is

(2.69) \( f(x^*, y^*) \frac{u(n) - u(m)}{h} n_{t_2} \text{(path length),} \)

where the terms are defined as before. The coefficient of \( u(m) \),

(2.70) \( -f(x^*, y^*)n_{t_2} \cdot \text{(path length) / h,} \)

is identical to (2.67), i.e. \( \alpha_{nm} = \alpha_{mn} \). This establishes the symmetry of \( A \).

7) If \( D = E = 0 \), results of Varga (14, pp. 17-23) show that \( A \) is positive definite.
CONVERGENCE OF THE DIFFERENCE OPERATOR TO THE DIFFERENTIAL OPERATOR

We derived the difference equation

\[
\begin{align*}
\delta(i,j)u(i,j) - r(i,j)u(i+1,j) - \lambda(i,j)u(i-1,j) \\
- t(i,j)u(i,j+1) - b(i,j)u(i,j-1) &= s(i,j).
\end{align*}
\]

For computation purposes it is advantageous to have the operator in this form since the magnitude of the terms of this operator is not changed significantly by order of magnitude changes in not size h. Now consider the difference operator \( L_h u \) obtained by dividing the left hand side of (3.1) by the approximate area \( a(i,j) \).

\[
L_h u = \frac{(d(i,j)u(i,j) - r(i,j)u(i+1,j) - \lambda(i,j)u(i-1,j))}{a(i,j)} - t(i,j)u(i,j+1) - \frac{b(i,j)u(i,j-1)}{a(i,j)}.
\]

\( L_h u \) is compared to \( L_u \), or, alternatively, we work with \( L_h u = L_h u - F_u \).

\[
L_h u = L_1 u + L_2 u + L_3 u + L_4 u + L_5 u
\]

where

\[
\begin{align*}
L_1 u &= \frac{2 A(5)}{h_1 + h_{i-1}} \left\{ \frac{1}{h_1} + \frac{2}{k_j + k_{j-1}} \right\} \left( \frac{E(5)}{A(5)} - \frac{E(6)}{A(6)} \right) (u(0) - u(1)), \\
L_2 u &= -\frac{2 A(7)}{h_1 + h_{i-1}} \left\{ \frac{1}{h_1} - \frac{2}{k_j + k_{j-1}} \right\} \left( \frac{E(6)}{A(6)} - \frac{E(7)}{A(7)} \right) (u(3) - u(0)), \\
L_3 u &= -\frac{2}{k_j (k_j + k_{j-1})} \left\{ \frac{1}{k_j} - \frac{E(6)}{A_0(6)} \right\} (u(2) - u(0)), \\
L_4 u &= + \frac{2}{k_j (k_j + k_{j-1})} \left\{ \frac{1}{k_j} - \frac{E(8)}{A(8)} \right\} (u(0) - u(4)), \\
L_5 u &= + D(0) \left\{ \frac{-E(0)}{A(0)} \cdot \frac{u(2) - u(0)}{k_j} + \frac{u(1) - u(0)}{h_1} \right\},
\end{align*}
\]

and

\[
L_6 u = + E(0) \frac{u(2) - u(0)}{k_j}.
\]

Since \( Lu = Ku + Fu \), we compare \( L_h u \) with
(1.1) \[ M_u = -(A_{u_x} + B_{u_y})_x - (B_{u_x} + C_{u_y})_y + D_{u_x} + E_{u_y}, \]

where both \( M_u \) and \( M_{\Delta u} \) are evaluated at the same interior point we denote by 0.

Two theorems can be proved. The first requires more smoothness of the coefficients of the differential equation. It establishes the "order of the method" or what is the maximum rate of convergence that can be expected of the method in the general case. The second uses only strong enough conditions on the coefficients of the differential equation to insure the solution of the differential equation to be a continuous function of the region and the boundary conditions.

Theorem 3.1a

Let \( M_u \) and \( M_{\Delta u} \) be the operators previously defined. Suppose \( A, B, C \in C^{2+\alpha} \), \( A \) and \( C \) are bounded away from zero, and \( D \) and \( E \in C^{1+\alpha} \). Let \( u \in C^3 \). Let the method used to compute the net region be order \( h^2 \). Then there is a constant \( K > 0 \) and an \( h_0 \) such that when \( h < h_0 \),

\[
(3.10) \quad |M_u - M_{\Delta u}| \leq K h
\]

in \( \Omega(h) \).

Theorem 3.1b

Let \( M_u \) and \( M_{\Delta u} \) be the operators previously defined. Suppose \( A, B, C \in C^{1+\alpha} \) and \( D, E \in C^{\infty} \). \( A \) and \( C \) are bounded away from zero. Let \( u \in C^2 \). Let the method used to compute the net region be order \( h^2 \). Then
(3.11) \[ \lim_{h \to 0} |Lu - L_hu| = \lim_{h \to 0} |Lu - L_hu| = 0, \]

or, equivalently, there is a function \( w(h) \) such that

\[ \lim_{h \to 0} w(h) = 0, \text{ and} \]

\[ (3.12) \quad |Lu - L_hu| \leq w(h) \]

for all \( h \) sufficiently small.

These theorems are needed to prove convergence theorems. We show that the convergence of the discrete solution to the continuous solution is at a rate proportional to \( h \) when \( |Lu - L_hu| \leq Kh \).

This is the best that can be obtained with this five-point formula and the net formed as described. Only Theorem 3.1a is proved.

Theorem 3.1b follows with appropriate modifications.

Before showing the convergence of the difference operator \( L_h \) to the differential operator \( L \), we need some preliminary estimates.

Once the net is determined, the slope \( s \) of the line, say, from 0 to 1 is determined. We show that this slope \( s \) is closely approximated by \((2/\lambda)(5)\), the slope of solution to \( y' = 2/\lambda \) evaluated at the midpoint of the line from 0 to 1.

Corresponding to the two theorems 3.1a and 3.1b we get two sets of theorems. They have the a and b labels throughout this section. The first is the stronger theorem and necessarily has a stronger hypothesis.

**Theorem 3.2a**

Let \( A, B, \) and \( C \in C^2 \). Let \( A, C > \gamma > 0 \). Suppose the net region is calculated by a method of order \( h^2 \). Let \( s \) be the slope
of the line from 0 to 1. Then there exist constants $K$ and $h_0$ such that $h \leq h_0$ implies

$$s - \frac{B}{A} (5) \leq K h^2.$$  

Theorem 3.2b

Let $A$, $B$, and $C \in C^2$. Let $A, C \geq \gamma > 0$. Suppose the convex region is calculated by a method of order $h^2$. Let $s$ be the slope of the line from 0 to 1. Then there is a function $w$, with

$$\lim_{h \to 0} w(h) = 0,$$

and $h$ such that $h \leq h_0$ implies

$$s - \frac{B}{A} (5) \leq K w(h).$$  

Similar estimates hold at point 7.

Before proving Theorem 3.2a some preliminary results are obtained. We first quote two theorems from Coddington and Levinson (3, p. 22):

Theorem 7.1 - Let $f \in C_1$ (Lipschitz) in a domain $D$ of the $(x,y)$ space, and suppose $\psi$ is a solution of $\psi' = f(\psi, y)$ on an interval $I: a < t < b$. Then, if there exists a $\delta > 0$ such that for any $(\psi, y) \in U$, where

$$U: a < t < \delta \quad |\psi - \psi(y)| < \delta$$

there exists a unique solution $\psi$ of $\psi' = f(\psi, y)$ on $I$ with $\psi(\psi(\psi, \psi, \psi)) = \psi$. Moreover, $\varphi \in C$ on the $(x,y)$-dimensional set $V: a < t < b \quad (\psi, \psi) \in U$.

For our problem $f = D/u$, $D$ is two-dimensional $(x,y)$ space.

We will be interested not in this theorem but its successor (3, p. 25):

Theorem 7.2 - Let the hypothesis of 7.1 [above] be satisfied, and suppose $f_\psi$ exists and $f_\psi \in C$ in $D$. Then $\varphi \in C^2$ on $V$ and moreover...
\[
\det \varphi(t, \tau, \xi) = \exp \int_{\tau}^{t} \text{tr} \, f_x(s, \varphi(s, \tau, \xi)) \, ds.
\]

Note if \( f(x, y) \in C^2 \), then \( y \in C^2 \). Further \( \frac{\partial^3 y}{\partial x^2 \partial \xi^2} \) and \( \frac{\partial^3 y}{\partial x \partial \xi^3} \) are continuous. We use the continuity of \( \frac{\partial^3 y}{\partial x^2 \partial \xi^2} \) and \( \frac{\partial^3 y}{\partial x \partial \xi^3} \) in the proof of Theorem 3.2a.

From Henrici (10, p. 64) a general one-step method is written in the form

\[(3.15) \quad y_{n+1} - y_n = h \overline{\Phi}(x_n, y_n; h)\]

where \( \overline{\Phi} \) is called the increment function. Henrici (10) gives a definition on pages 64-65 and 68 for the order of a "one-step method". We summarize as follows:

Let \((x_n, y_n)\) be in \(a \leq x_o \leq b, -\infty < y_o < \infty\). Let \(y(x, x_n, y_n)\) be a solution of \(y' = f(x, y), f \in C^1\), passing through \((x_n, y_n)\).

A method is called "of order \(p\)" if there are constants \(K\) and \(h_0\) such that \(h \leq h_0\) implies

\[(3.16) \quad \left| y(x_{n+1}, x_n, y_n) - y(x_n, x_n, y_n) - h \overline{\Phi}(x_n, y_n; h) \right| \leq K h^{p+1},\]

where \(p\) is the largest integer for which this inequality is possible.

If the differential equation \(y' = \frac{B}{A}\) is solved by a "one-step" method, we require that the order be at least 2. Then

\[(3.17) \quad \left| y(x_{n+1}, x_n, y_n) - y_{n+1} \right| = \left| y(x_{n+1}, x_n, y_n) - y_n - h \overline{\Phi}(x_n, y_n; h) \right|\]
\[ y(x_{n+1}, y_{n+1}) - y(x_n, y_n) = h \sum_{i=0}^{n} (x_{n+i}, y_{n+i}; h) \leq X h^3. \]

If a multi-step method is used to obtain the net region, we require it to be such that the local discretization error in \( \delta + \Theta \) be of the form

\[ |y(x_{n+1}, y_{n+1}) - y_{n+1}| \leq X h^3 \]

for suitable constant \( X \) and \( h \) sufficiently small. Regardless of the method used to obtain the net region, we refer to it as of order \( h^2 \) and it must satisfy (3.18).

**Proof of Theorem 3.2c.**

![Figure 6. Typical Representation of Solutions of \( dy/dx = 3/A \) and a Straight Line Approximation](image-url)
Let \((x_1, y_1)\) be the coordinates of point 1, \((x_5, y_5)\) the coordinates of point 5, and \((x_0, y_0)\) the coordinates of point 0. Let \(t_o\) be the intercept on the line \(x = x_5\) of the solution of \(y' = B/A\) passing through \((x_o, y_o)\). Denote this solution by \(y(x, t_o)\). Let \(y(x, t_1)\) and \(y(x, t_2)\) be similarly defined. Let \(y^*(x)\) be the solution through \((x_5, \frac{t_1 + t_o}{2})\).

The exact slope of the line from 0 to 1 is written

\[
(3.19) \quad s = \frac{y(x_1, t_1) - y(x_o, t_o)}{h_1}.
\]

The coordinate

\[
(3.20) \quad y_5 = \frac{1}{2}(y(x_1, t_1) + y(x_o, t_o)).
\]

We wish to compare \(s\) with \(\frac{B}{A} (5)\). First we expand \(s\) about point 5.

\[
(3.21) \quad s = \frac{1}{h_1} \left\{ y(5) + \frac{\partial y}{\partial x}(5)(x_1 - y_5) + \frac{\partial y}{\partial t}(5)(t_1 - t_5) \right\}
\]

\[
- \frac{1}{h_1} \left\{ y(5) + \frac{\partial y}{\partial x}(5)(x_o - y_5) + \frac{\partial y}{\partial t}(5)(t_o - t_5) \right\}
\]

\[
+ \frac{1}{h_1} \left\{ \frac{1}{2} \frac{\partial^2 y}{\partial x^2} (x_1 - x_5)^2 + \frac{\partial^2 y}{\partial x \partial t} (x_1 - x_5)(t_1 - t_5)
\]

\[
+ \frac{1}{2} \frac{\partial^2 y}{\partial t^2} (t_1 - t_5)^2 \right\} (Q_1) - \frac{1}{h_1} \left\{ \frac{1}{2} \frac{\partial^2 y}{\partial x^2} (x_o - x_5)^2
\]

\[
+ \frac{\partial^2 y}{\partial x \partial t} (x_o - x_5)(t_x - t_5) + \frac{1}{2} \frac{\partial^2 y}{\partial t^2} (t_o - t_5)^2 \right\} (Q_2),
\]

where \(Q_1\) and \(Q_2\) are suitable mean values.
(3.22) \( x_1 - x_5 = -(x_0 - x_5) = h_i/2 \).

Further rewrite

(3.23) \( t_1 - t_5 = (t_1 - t_0)/2 + \left[ (t_1 + t_0)/2 - t_5 \right] \)

and

(3.24) \( t_0 - t_5 = (t_0 - t_1)/2 + \left[ (t_1 + t_0)/2 - t_5 \right] \).

Then (3.21) becomes

\[
(3.25) \quad s = \frac{\partial y(5)}{\partial x(5)} + \frac{\partial y(5)}{\partial t(5)} \left[ \frac{t_1 - t_0}{h_i} \right] + \frac{h_i^2}{8} \left[ \frac{\partial^2 y(5)}{\partial x^2}(Q_1) - \frac{\partial^2 y(5)}{\partial x^2}(Q_2) \right] \\
+ \frac{(t_1 - t_0)}{4} \left[ \frac{\partial^2 y(5)}{\partial x^2}(Q_1) - \frac{\partial^2 y(5)}{\partial x^2}(Q_2) \right] \\
+ \frac{1}{2} \left[ \frac{\partial^2 y(5)}{\partial x^2}(Q_1) + \frac{\partial^2 y(5)}{\partial x^2}(Q_2) \right] \left[ \frac{t_1 + t_0}{2} - t_5 \right] \\
+ \frac{1}{4} \left[ \frac{\partial^2 y(5)}{\partial t^2}(Q_1) + \frac{\partial^2 y(5)}{\partial t^2}(Q_2) \right] (t_1 - t_0) \\
+ \frac{1}{2} \left[ \frac{\partial^2 y(5)}{\partial t^2}(Q_1) - \frac{\partial^2 y(5)}{\partial t^2}(Q_2) \right] \left[ \frac{t_1 + t_0}{2} - t_5 \right].
\]

Since \( \frac{\partial y}{\partial x}(5) = \frac{B}{A}(5) \), what remains of (3.25) is the difference between \( \frac{B}{A}(5) \) and the true slope \( s \).

\[
\left| \frac{\partial y}{\partial t}(5) \left( \frac{t_1 - t_0}{h_i} \right) \right| \leq K h_i^2
\]

since \( \frac{\partial y}{\partial t} \) is bounded and the method of computing the net assures us \( t_1 - t_0 = 0(h^3) \). Since \( \frac{\partial^2 y}{\partial x^2} \in C^4 \), if we re-expand

\[
\frac{h_i^2}{8} \left[ \frac{\partial^2 y(5)}{\partial x^2}(Q_1) - \frac{\partial^2 y(5)}{\partial x^2}(Q_2) \right]
\]

about point 5, we see this term is \( 0(h^2) \).
Each of the remaining terms has a factor \( \frac{t_0 - t}{\Delta t} \). Since
\[
y(x_2, t_2) = v_2, \quad y(x_3, t_3) = v_3, \quad \text{and} \quad \tau_2 = u_2 = w \left[ y(x_2, t_2) + y(x_3, t_3) \right],
\]
we can write
\[
(3.26) \quad \frac{t_1 + t_0}{2} \quad \frac{t_1 + t_0}{2} = w \left[ y(x_2, t_1) + y(x_3, t_0) - y(x_2, t_2) \right] - y(x_3, t_0) - y(x_2, t_2).
\]

We expand each function on the right-hand side of (3.26) about
\((x_3, \frac{t_1 + t_0}{2})\). Recall \( y^* \) is the solution of \( y' = \frac{1}{\Delta t} \) passing through \((x_3, \frac{t_1 + t_0}{2})\). Thus the terms on the right-hand side of equation (3.26) are as follows:

\[
(3.27) \quad y(x_3, t_2) = y^*(x_3) + \frac{\partial y^*}{\partial x}(x_3)(x_3 - x_2)
\]

\[
(3.28) \quad y(x_3, t_0) = y^*(x_3) + \frac{\partial y^*}{\partial x}(x_3)(x_3 - x_2)
\]

\[
(3.29) \quad y(x_3, t_2) = y^*(x_3) + \frac{\partial y^*}{\partial x}(x_3)(x_3 - x_2) + \frac{\partial^2 y^*}{\partial x^2}(x_3)(x_3 - x_2)^2 + \frac{\partial^3 y^*}{\partial x^3}(x_3)(x_3 - x_2)^3
\]

\[
+ \frac{\partial^2 y^*}{\partial t^2} \left( \frac{x_3 - x_2}{2} \right)^2,
\]

and

\[
(3.30) \quad y(x_3, t_0) = y^*(x_3) + \frac{\partial y^*}{\partial x}(x_3)(x_3 - x_2) + \frac{\partial^2 y^*}{\partial x^2}(x_3)(x_3 - x_2)^2 + \frac{\partial^3 y^*}{\partial x^3}(x_3)(x_3 - x_2)^3
\]

\[
+ \frac{\partial^2 y^*}{\partial t^2} \left( \frac{x_3 - x_2}{2} \right)^2.
\]

Therefore,
\[
\left\{ (\pi - 1)T_n + (\xi)(a_n + b_n) \right\} z_n = \frac{T_n}{(\pi - 1)(\xi)} z_n \quad (E \cdot 1)
\]

where \(T_n \) is the bounded function on \( x \) and 

\[
\left\{ (\pi - 1)T_n + (\xi)(a_n + b_n) \right\} z_n = \frac{T_n}{(\pi - 1)(\xi)} z_n \quad (E \cdot 2)
\]

Then, \( T_n \) is the bounded function on \( x \) and 

Suppose \( x = 0, 0 \) and \( s \). Suppose \( y \) and \( c \) are bounded away from zero.

**Theorem 2.2.** 

\[
0 \to 0 \text{ and } z_n \to z
\]

**Conclusion:** The same theorem is true with regards to the time

This theorem is true with regards to the time

\[
\left[ (\pi - 1)z_n + (\xi)z_n \right] z_n = \frac{z_n}{(\pi - 1)(\xi)} z_n \quad (E \cdot 3)
\]

\[
\left[ (\pi - 1)z_n + (\xi)z_n \right] z_n = \frac{z_n}{(\pi - 1)(\xi)} z_n \quad (E \cdot 4)
\]

\[
\left[ (\pi - 1)z_n + (\xi)z_n \right] z_n = \frac{z_n}{(\pi - 1)(\xi)} z_n \quad (E \cdot 5)
\]

\[
(\pi - 1)z_n - (\xi)z_n = (\pi - 1)z_n + (\xi)z_n \quad (E \cdot 6)
\]
Theorem 3.3a depends upon the slope $s$ of the line from 0 to 1, being equal to $(3/b)(5)$ plus an $h^2$ correction. Theorem 3.5b uses the fact the slope $s$ is approximated by $(3/b)(5)$ with an error $w(h)$, where $\lim_{h \to 0} w(h) = 0$. A proof is given for Theorem 3.3a and a straightforward modification of this proof will suffice for proof of Theorem 3.5b.

In this section on comparison of the difference operator $\Delta u$ and $\Delta_x u$, we use $T_2(u, h)$ to denote bounded functions on $G + G^*$, and $w_1(h)$ to denote functions with the property $\lim_{h \to 0} w_1(h) = 0$.

In order to establish the validity of Theorem 3.2a, we expand $u(t) - u(0)$ about point 5 and truncate at the third derivative.

\[(3.34) \quad u(0) - u(1) = u(5) - u_5(5) - u_5(5) + \frac{h^2}{2} + u_5(5) + \frac{h^2}{4} + u_5(5) + \frac{h^2}{6} \]

\[\quad \quad \quad - u_5(5) - u_5(5) + u_5(5) + \frac{h^2}{2} + u_5(5) + \frac{h^2}{6} \]

\[\quad \quad \quad \quad \quad + u_5(5) + u_5(5) + \frac{h^2}{2} + u_5(5) + \frac{h^2}{6} \]

The remainder term involving third derivatives is bounded on $G + G^*$.

The second derivatives cancel so that we have

\[\frac{1}{2}u_x(5) - u_y(5) \cdot s \cdot h + \frac{h^2}{48} \cdot (\text{remainder})\]

Since $s = (B/A)(5) + h^2 \cdot (\text{bounded function}, A(5) \cdot s = E(5)$.
\[40\]

\[3.35 \quad -2\lambda(5) \frac{u(3) - u(1)}{k_4} = -2 \left( (A_{ux} + B_{uy})(7) + k_{i-1}^2 T_2 \right),\]

where \( T_2 \) is a bounded function of third derivatives of \( u \) and second derivatives of solutions of the equation \( y' = 3/a \), as asserted by the theorem.

**Corollary to Theorem 3.3.**

Under the same hypothesis

\[3.36 \quad 2\lambda(7) \frac{u(3) - u(1)}{k_{i-1}} = -2 \left( (A_{ux} + B_{uy})(7) + k_{i-1}^2 T_2 \right),\]

where \( T_2 \) is a bounded function on \( G + G' \).

Under the hypothesis of theorem 3.36

\[3.37 \quad 2\lambda(7) \frac{u(3) - u(1)}{k_{i-1}} = -2 \left( (A_{ux} + B_{uy})(7) + k_{i-1}^2 T_2 \right),\]

**Proof of Theorem 3.1.**

We write the remaining difference terms of \( u_{x} \), given by equations (3.3) through (3.9), in terms of derivatives and remainders.

\[3.38 \quad \frac{u(2) - u(0)}{k_4} = u_y(0) + k_4^2 T_3,\]

where \( T_3 \) is a bounded function of third derivatives of \( u \) on \( G + G' \).

\[3.39 \quad \frac{u(0) - u(-1)}{k_{j-1}} = u_y(0) + k_{j-1}^2 T_4,\]

where \( T_4 \) is a bounded function of third derivatives of \( u \) on \( G + G' \). In terms involving \( D \) and \( E \), we estimate, using forward differences.

\[3.40 \quad \frac{u(2) - u(0)}{k_j} = u_y(0) + k_j^2 T_5,\]

and
(3.41) \[
\frac{\partial^2 u}{\partial x^2} = u_\infty(0) + u_y(0)(3/2)(5) + k_2 T_2,
\]
where \( T_2 \) and \( T_5 \) are bounded functions of the second derivatives of \( u \) on \( G \times G' \).

Then we collect the above results we have

\[
(3.42) \quad \frac{\partial^2 u}{\partial x^2} = -\frac{2}{k_1 + k_2 - 1} \left[ \left( \frac{\partial^2}{\partial x^2} \right)^2 u_y(\delta) + k_2^2 T_1 \right] \quad \frac{1}{1 + \frac{2}{k_1 + k_2 - 1} \left( \frac{\partial}{\partial x} \right)^2 u_y(\delta) - \frac{2}{k_1} \left( \frac{\partial}{\partial x} \right)^2 u_y(\delta)}
\]

\[
(3.43) \quad \frac{\partial^2 u}{\partial y^2} = \frac{2}{k_1 + k_2 - 1} \left[ \left( \frac{\partial^2}{\partial y^2} \right)^2 u_y(\delta) + k_2^2 T_2 \right] \quad \frac{1}{1 + \frac{2}{k_1 + k_2 - 1} \left( \frac{\partial}{\partial y} \right)^2 u_y(\delta) - \frac{2}{k_1} \left( \frac{\partial}{\partial y} \right)^2 u_y(\delta)}
\]

\[
(3.44) \quad \frac{\partial^2 u}{\partial x \partial y} = -\frac{2}{k_1 + k_2 - 1} \left[ \left( \frac{\partial^2}{\partial x \partial y} \right)^2 u_y(\delta) + k_2^2 T_1 \right] \quad \frac{1}{1 + \frac{2}{k_1 + k_2 - 1} \left( \frac{\partial}{\partial x} \right)^2 u_y(\delta) - \frac{2}{k_1} \left( \frac{\partial}{\partial x} \right)^2 u_y(\delta)}
\]

\[
(3.45) \quad \frac{\partial^2 u}{\partial y \partial x} = \frac{2}{k_1 + k_2 - 1} \left[ \left( \frac{\partial^2}{\partial y \partial x} \right)^2 u_y(\delta) + k_2^2 T_2 \right] \quad \frac{1}{1 + \frac{2}{k_1 + k_2 - 1} \left( \frac{\partial}{\partial y} \right)^2 u_y(\delta) - \frac{2}{k_1} \left( \frac{\partial}{\partial y} \right)^2 u_y(\delta)}
\]

\[
(3.46) \quad \frac{\partial^2 u}{\partial x^2} = D(0) \left[ -\left( \frac{3}{2} \right)(5)(u_y(0) + k_2 T_5) + u_y(0) + \left( \frac{3}{2} \right)(5)u_y(0) \right]
\]

and

\[
(3.47) \quad \frac{\partial^2 u}{\partial y^2} = D(0)(u_y(0) + k_3 T_5).
\]

Recall that \( T_1, T_2, T_3, T_4, T_5, \) and \( T_6 \) appearing in equations (3.42) through (3.47), are all bounded; hence, the term containing these are all \( O(h) \) on \( G \times G' \). We further modify \( u_y \) and \( u_z \).

\[
(3.48) \quad \frac{\partial^2 u}{\partial x \partial y} = u_y(\delta) \left[ \frac{\partial}{\partial x} \left( \frac{2}{k_1 + k_2 - 1} \left( \frac{\partial}{\partial x} \right)^2 u_y(\delta) \right) \right] = \left( B u_x + C u_y \right)(\delta) - \frac{2}{k_1} \left( \frac{\partial}{\partial x} \right)^2 u_y(\delta)
\]

and

\[
(3.49) \quad \frac{\partial^2 u}{\partial y \partial x} = u_y(\delta) \left[ \frac{\partial}{\partial y} \left( \frac{2}{k_1 + k_2 - 1} \left( \frac{\partial}{\partial y} \right)^2 u_y(\delta) \right) \right] = \left( B u_x + C u_y \right)(\delta) - \frac{2}{k_1} \left( \frac{\partial}{\partial y} \right)^2 u_y(\delta).
\]

We want to compare \( u(0) \) with \( (\frac{\partial}{\partial x} u)(0) \). In order to make this comparison, we expand these terms not already of order \( h \) in \( u_y \).
in a Taylor’s formula about the point 0. The needed expansions follow:

\[ (3.30) \quad (A_{x_0} + B_{y_0})(5) = (A_{x_0} + B_{y_0})(0) + \frac{h^2}{2} \left[ \frac{\partial^2}{\partial x^2} (A_{x_0} + B_{y_0})(0) \right] + h^2 T_0 \]

where \( T_0 \) is a bounded function of third derivatives of \( a \), first and second derivatives of \( A \) and \( B \), and the remainder of the estimate \( (3.3)(5) \) for the slope of the line from 0 to 1. Likewise,

\[ (3.31) \quad (A_{x_0} + B_{y_0})(7) = (A_{x_0} + B_{y_0})(0) - \frac{h^2}{2} \left[ \frac{\partial^2}{\partial x^2} (A_{x_0} + B_{y_0})(0) \right] + h^2 T_0 \]

where \( T_0 \) is a bounded function similar to \( T_0 \) formed by remainders of Taylor’s series. Further,

\[ (3.32) \quad \frac{h^2}{2}(6) = \frac{h^2}{2}(0) + \frac{\partial}{\partial y} \left( \frac{h^2}{2} \right)(0) \frac{h^2}{2} + h^2 T_0 \]

\[ (3.33) \quad \frac{h^2}{2}(0) = \frac{h^2}{2}(0) - \frac{\partial}{\partial y} \left( \frac{h^2}{2} \right)(0) \frac{h^2}{2} + h^2 T_0 \]

\[ (3.34) \quad (B_{y_0} + B_{y_0})(6) = (B_{y_0} + B_{y_0})(0) + \frac{\partial}{\partial y} (B_{y_0} + B_{y_0})(0) \frac{h^2}{2} + h^2 T_0 \]

\[ (3.35) \quad (B_{y_0} + B_{y_0})(8) = (B_{y_0} + B_{y_0})(0) - \frac{\partial}{\partial y} (B_{y_0} + B_{y_0})(0) \frac{h^2}{2} + h^2 T_0 \]

\[ (3.36) \quad (A_{x_0} + B_{y_0})(6) = (A_{x_0} + B_{y_0})(0) + \frac{\partial}{\partial y} (A_{x_0} + B_{y_0})(0) \frac{h^2}{2} + h^2 T_0 \]

\[ (3.37) \quad (A_{x_0} + B_{y_0})(8) = (A_{x_0} + B_{y_0})(0) + \frac{\partial}{\partial y} (A_{x_0} + B_{y_0})(0) \frac{h^2}{2} + h^2 T_0 \]

and

\[ (3.38) \quad \frac{h^2}{2}(5) = \frac{h^2}{2}(0) + h^2 T_0 \]

where \( T_3, T_9, T_{10}, T_{11}, T_{12}, T_{13}, \) and \( T_{14} \) are remainders of Taylor’s
series involving third derivatives of \( u \), first and second derivatives of \( A, B, \) and \( C \), and remainder from estimating the slope by (3.11)(5) and (3.11)(7). In each case, the function \( f_5 \) is bounded on \( \delta + \delta' \).

We now rewrite the part of \( \frac{1}{2} u \) making the substitutions shown above.

\[
\mu_2 u = \frac{2}{k_2 + k_2^{-1}} \left[ (\delta u_x + B u_y)(0) + \frac{\delta}{c y} (\delta u_x + B u_y)(0) \frac{k_2}{2} \right]
\]

\[
+ \frac{3}{5} (\delta u_x + B u_y)(0) \frac{k_2}{2} \]

\[
+ \frac{k_2}{2} \cdot (\delta u_x + B u_y)(0) \cdot \frac{\delta}{c y} \left( \frac{\delta}{x} \right) (0) \frac{k_2}{2} \]

\[
\frac{k_2^{-2}}{k_2 + k_2^{-1}} \]

\( f_5 \) is a bounded function which includes all those terms not already exhibited in (3.59) arising in the above approximation of \( \mu_2 u \).

\[
\mu_3 u = \frac{2}{k_3 + k_3^{-1}} \left[ (\delta u_x + B u_y)(0) + \frac{\delta}{c y} (\delta u_x + B u_y)(0) \frac{k_3}{2} \right]
\]

\[
- \frac{3}{5} (\delta u_x + B u_y)(0) \frac{k_3}{2} \]

\[
- \frac{k_3}{2} \cdot (\delta u_x + B u_y)(0) \cdot \frac{\delta}{c y} \left( \frac{\delta}{x} \right) (0) \frac{k_3}{2} \]

\[
\frac{k_3^{-2}}{k_3 + k_3^{-1}} \]

\( f_5 \) represents the remainder terms similar to \( f_5 \).

\[
\mu_4 u = - \frac{3}{k_4 + k_4^{-1}} \left[ (\delta u_x + B u_y)(0) + \frac{\delta}{c y} (\delta u_x + B u_y)(0) \frac{k_4}{2} \right]
\]

\[
- \frac{3}{5} (\delta u_x + B u_y)(0) \frac{k_4}{2} \]

\[
- \frac{k_4}{2} \cdot (\delta u_x + B u_y)(0) \cdot \frac{\delta}{c y} \left( \frac{\delta}{x} \right) (0) \frac{k_4}{2} \]

\[
\frac{k_4^{-2}}{k_4 + k_4^{-1}} \]

where \( f_7 \) represents remainder terms.
\( h_{ij} \Delta = \frac{\mathbf{e}_j^2}{2} \sum \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_i} \right) \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_j} \right) - \sum \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_i} \right) \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_j} \right) + \frac{1}{2} \sum \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_i} \right) \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_j} \right) \)

where \( \Delta \) represents the remainder terms.

\( h_{ij} \mathbf{u} = (\mathbf{u}_{ij})(0) + B(0) \left[ \frac{\mathbf{e}_j^2}{2} \sum \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_i} \right) \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_j} \right) - \sum \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_i} \right) \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_j} \right) + \frac{1}{2} \sum \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_i} \right) \left( \frac{\partial \mathbf{u}_{ij}}{\partial x_j} \right) \right] \)

\( h_{ij} \mathbf{u} = B(0)(\mathbf{u}_{ij})(0) \)

The \( \Delta \) terms are bounded continuous functions representing terms not explicitly written. All such expressions containing \( \Delta \) are order \( \mathcal{A} \) expressions.

We now collect terms of \( h_{ij} \mathbf{u} \). The first terms on the right hand side of (3.59) and (3.60) cancel; the second terms can be combined and written as

\( \frac{\partial}{\partial x_i} (\mathbf{u}_{ij})(0) \),

and the third terms reduce to

\( \frac{\partial}{\partial x_j} (\mathbf{u}_{ij})(0) \left( \frac{\partial}{\partial x_i} \right) (0) \).

The first terms on the right hand side of (3.61) and (3.62) cancel, and the second terms become

\( \frac{\partial}{\partial y} (\mathbf{u}_{ij})(0) \).

The third terms cancel; the fourth terms become

\( \frac{\partial}{\partial y} \left( \frac{\partial}{\partial x} \right) (0) \cdot (\mathbf{u}_{ij})(0) \)
which cancels with the fourth terms of (3.59) and (3.60); the fifth 
terms combine to give

\[(3.69) \quad \frac{R}{\pi} (0) (\text{Re} u_x + \text{Im} u_y) \varphi(0)\]

which, in turn, cancels with (3.56). All terms containing \( T_2 \) are
of order \( h^2 \); hence, we have

\[(3.70) \quad \mathcal{I}_n(0) = -(\text{Re} u_x + \text{Im} u_y) (0) - (\text{Re} u_x + \text{Im} u_y) (0)\]

\[+ (\text{Re} u_x) (0) + (\text{Im} u_y) (0) + \text{terms of order } h.\]

This completes the proof of Theorem 3.1.a.
EXISTENCE OF THE SOLUTION OF THE DIFFERENCE EQUATION AND CONVERGENCE TO THE SOLUTION OF THE DIFFERENTIAL EQUATION

Proofs of existence of solutions of the difference scheme and convergence to the correct solution of the differential equation have been done for a quite general Dirichlet problem in the literature. See Motzkin and Wasow (12), Bers (1), Parter (13), and Parter and Greenspan (9). Some of the above authors proved convergence for a different class of differential equations, and some for a restricted class where generalization was possible. Also convergence of a class of difference operators to a more restricted differential operator was done.

Convergence proofs all depend upon proving a maximum principle for the difference equation similar to that for elliptic differential equations. A sufficient condition for a maximum principle is that a difference scheme be of "positive type". This is a property our difference operator possesses and is defined later.

The convergence proofs presented here are adaptations of those given in Parter (13) in his treatment of the Laplacian. Further, most of Parter's proofs are either left to the reader or referenced to an earlier work of Bers (1) concerned with a special approximation to the Laplacian. We supply proofs to the theorems in the context of the difference equations of this paper.

Now we prove a maximum principle for the class of difference operators of positive type, a class which includes our difference operator. From this, the existence and uniqueness of the solution of the difference equations follow.
Let $\mathcal{H}(\mathbf{h})$ denote the set of all real valued functions on the net region $G(\mathbf{h}) + G'(\mathbf{h})$.

**Definition 4.1:**

Let $M_\mathbf{h}$ be a linear operator mapping $\mathcal{H}(\mathbf{h})$ into $\mathcal{H}(\mathbf{h})$ which has the following form:

$$
(M_\mathbf{h}u)(P) = \sigma(P,P)u(P) - \sum_{Q \in N(P)} \sigma(P,Q)u(Q), \quad P \in G(\mathbf{h}).
$$

We say $M_\mathbf{h}$ is of positive type if

$$
\sigma(P,Q) > 0, \quad Q \in N(P) + \{P\},
$$

$$
\sigma(P,P) - \sum_{Q \in N(P)} \sigma(P,Q) = 0.
$$

Note that our difference operator, the right hand side of equation (2.58), satisfies these conditions.

**Theorem 4.1 (Maximum Principle):**

Let $F(P)$ be a non-negative function defined on $G(\mathbf{h})$. Let $G(\mathbf{h}) + G'(\mathbf{h})$ be connected. Let $(M_\mathbf{h}u)(P)$ of positive type $\in \mathcal{H}(\mathbf{h})$. If

$$
(M_\mathbf{h}u)(P) + F(P)u(P) \leq 0, \quad P \in G(\mathbf{h}),
$$

then

$$
u(P) \leq \max \left\{ 0, \max_{Q \in G'(\mathbf{h})} u(Q) \right\}.
$$

Moreover, if the same hypothesis holds and $u(P)$ assumes a non-negative maximum at an interior point, then $u(P)$ is constant.

**Proof:**

Deny the first conclusion.

**Case 1.** Assume $0 = \max \left\{ 0, \max_{Q \in G'(\mathbf{h})} u(Q) \right\}$, then $u(P) > 0$ at some interior point. Choose from the set of points $\mathbf{r} \in G(\mathbf{h})$
where \( u(P) \) is a maximum, a point which has at least one neighbor \( Q \) such that \( u(Q) < \max u(P) \).

From the hypothesis

\[
\sum_{Q \in N(P)} c(P, Q) u(Q) + F(P) u(P) \leq 0.
\]

\[
u(P) \leq \frac{1}{\sum_{Q \in N(P)} c(P, Q) + F(P)} \sum_{Q \in N(P)} c(P, Q) u(Q)
\]

\[
< \frac{1}{\sum_{Q \in N(P)} c(P, Q) + F(P)} \sum_{Q \in N(P)} c(P, Q) u(P),
\]

since \( u(Q) < u(P) \) for at least one \( Q \in N(P) \). Since

\[
\sum_{Q \in N(P)} c(P, Q) = c(P, P) \quad \text{and} \quad F(P) \geq 0,
\]

we have a contradiction.

**Case 2.** \( \max u(Q) = \max \left\{ 0, \max u(Q) \text{ for } Q \text{ in } \{1, 2, \ldots, n\} \right\} \).

Again it is possible to choose from the set of points where \( u(P) \) is maximum, a point which has at least one neighbor \( Q \) such that \( u(Q) < u(P) \). Then the inequalities of Case 1 give the same contradiction. Therefore, the first conclusion holds.

Deny the second conclusion. Suppose \( u(P) \) assumes a non-negative maximum in \( G \), and \( u(P) \) is not constant. Then the proof is again as Case 1 above. This new hypothesis allows us to choose a point \( P \) where at least one neighboring value \( u(Q) \) is less than \( u(P) \). Therefore, if \( u \) has a positive maximum in \( G(h) \), then \( u \) is constant.

**Corollary 1 (Minimum Principle):**

If

\[
(4.5) \quad (\Delta_h u)(P) + F(P) u(P) \leq 0, \quad P \in G(h),
\]
(4.11) \( u(\mathbf{p}) \leq \min \{ u, v \} \) for \( \mathbf{p} \) in \( \mathbb{G}(\mathbf{a}) \).

Moreover, for the same hypothesis, and if \( u(\mathbf{p}) \) attains a minimum at an interior point \( \mathbf{p} \) in \( \mathbb{G}(\mathbf{a}) \), then this minimum is less than \( U \), then \( u(\mathbf{p}) \) is a constant.

Note that these are analogues of theorems for elliptic differential operators.

**Example 2:**

If

(4.12) \( (H_u)(\mathbf{p}) + F(\mathbf{p})u(\mathbf{p}) = 0, \; \mathbf{p} \in \mathbb{G}(\mathbf{a}), \)

then

(4.13) \( |u| \leq \max \{|u|, \; \mathbf{p} \in \mathbb{G}(\mathbf{a})\}. \)

**Theorem 2:**

Let \( s(\mathbf{p}) \) be any function defined on \( \mathbb{G}(\mathbf{a}) \) and let \( \phi(\mathbf{p}) \) be any function defined on \( \mathbb{G}(\mathbf{a}) \). Then there exists a unique function

(4.14) \( (H_u)(\mathbf{p}) + F(\mathbf{p})u(\mathbf{p}) = s(\mathbf{p}), \; \mathbf{p} \in \mathbb{G}(\mathbf{a}), \)

where

(4.15) \( u(\mathbf{p}) = \phi(\mathbf{p}), \; \mathbf{p} \in \mathbb{G}(\mathbf{a}). \)

**Proof:**

This is a linear system of equations in as many unknowns as equations, one for each point \( \mathbf{p} \in \mathbb{G}(\mathbf{a}). \) The system

(4.16) \( (H_u)(\mathbf{p}) + F(\mathbf{p})u(\mathbf{p}) = 0, \; \mathbf{p} \in \mathbb{G}(\mathbf{a}), \)

where

(4.17) \( u(\mathbf{p}) = 0, \; \mathbf{p} \in \mathbb{G}(\mathbf{a}), \)
has only the trivial solution from the maximum principle; hence, the non-homogeneous system has a unique solution.

Since our difference equations satisfy all the needed hypothesis, we can conclude that they have a unique solution.

We have not yet shown convergence of the difference equation to the differential equation as \( h \to 0 \). To facilitate this, we first prove some convergence theorems and then show that our difference operator does satisfy the hypothesis of these theorems.

Assume we have a finite analog of the Dirichlet problem of the form

\[
\begin{align*}
(4.13) \quad & (H_h(u; \delta)(P) + r(P)u(P) = s(P), \quad P \in G(\delta(h))) \\
(4.14) \quad & u(P) = g(P), \quad P \in G^0(\delta(h)).
\end{align*}
\]

**Definition 4.2:**

We say a sequence of non-negative \( G(h(s)) = G^0(h(s)) \) "converge" to \( G + \delta^* \) in the sense:

i) \( h(s) \to 0 \) as \( s \to 0 \);

ii) \( G^0(h(s)) \in C^1 \);

iii) \( g \) defined on \( G^0(h(s)) \) is a subset of \( g \) defined on \( G^1 \).

Some difficulty arises here in using the cited literature for convergence since they form sequences of non-negative by successive refinement so that if \( P \in G(h(s)) \), the \( P \in G(h(s')) \) for all \( s' > s \).

The method of generating the net by numerical solution of ordinary differential equations excludes the possibility of net refinement.

**Definition 4.3:**

We say that the functions \( u_+(P; \delta) \in G(h(s)) \) converge uniformly
to \( u(P_s) \in G \) as \( s \to \infty \) if for \( \varepsilon > 0 \) there is \( s_0 \) such that

\[
| u_s(P_s) - u(P_s) | < \varepsilon
\]

for any \( P_s \in G(h(s)) \) when \( s > s_0 \).

Here the point set \( \{P_s\} \) changes for changing \( s \). The functions \( u_s \) change and are in general not comparable. However, \( u(P_s) \) is defined for all \( P_s \in G \) and so is always comparable to the functions \( u_s(P_s) \).

**Definition 4.4:**

Let \( M_{h(s)} \) be a linear operator of the form

\[
\sigma(P,P)u(P) - \sum_{Q \in N(P)} \tau(P,Q)u(Q)
\]

of positive type mapping \( H(h(s)) \) into \( H(h(s)) \). We say the sequence \( \{M_{h(s)}\} \) is a "uniformly consistent" sequence of approximations to the differential operator \( M \) if for every function \( u(P) \) which is defined and twice differentiable on \( G + G' \) we have

\[
(4.15) \quad (M_{h(s)}u)(P) = (Mu)(P) + T(u,P_s,h(s)).
\]

\( T(u,P_s,h(s)) \), the truncation error, is bounded in absolute value by \( j(u,h(s)) \), a positive continuous function for \( h > 0 \), with \( j(u,0) = 0 \).

**Theorem 4.3:**

Let \( L \) be a uniformly elliptic operator of the form (1.2). Let \( u \in C^2 \). Then

\[
(4.16) \quad |u(P)| \leq \max_{Q \in G'} |u(Q)| + K \max_{Q \in G} |(Mu)(P) + F(P)u(P)|
\]

For convergence of the difference operator, we need a discrete analog of this theorem.

Theorem 4.4:

Let \( \{G(h(s)) + G'(h(s))\} \) be a sequence of nets converging to \( G + G' \). Let \( M_n(s) \) be a sequence of uniformly consistent approximations to the differential operator \( M \), defined on the sequence of nets \( \{G(h(s)) + G'(h(s))\} \). Let \( F(x,y) \geq 0 \) be defined on \( \{G(h(s)) + G'(h(s))\} \). Then there are constants \( K \) and \( s_0 \) such that

\[
(4.17) \quad |u| \leq \max_{G'(h(s))} |u| + K \max_{G(h(s))} |M_n(s)u + Fu|
\]

for all functions \( u \in C^2 \) on \( G + G' \) and for all nets of the \( \{h(s)\} \) such that \( s \geq s_0 \).

Proof:

Let \( a \) be a positive number to be specified later. Let \( x \) be the first coordinate of the point \( P \) in \( G \). Let \( z \) be a number larger than any \( x \) associated with the set \( G + G' \). There is always a number \( z \) since \( G + G' \) is bounded. Let \( u = e^{ax} \), so for each point \( P \) in \( G \) we evaluate at the first coordinate of \( P \).

For \( u = e^{ax} \)

\[
(4.18) \quad Mu(p) = M(e^{ax}) = ( -a^2A(P) - a(A_x(P) - D(P)))e^{ax},
\]

where \( M \) is the differential operator (1.1).

We will be using the function \( (e^{az} - e^{ax}) \). Since \( a > 0 \) and \( z > x \), \( (e^{az} - e^{ax}) > 0 \). We can assume without loss of generality that \( x \geq 0 \), i.e., that the region \( G + G' \) is in the right-half plane.

If the region \( G + G' \) does not satisfy this condition, we would use the alternate function,
\[ c^{(x-y)} = c^{(x-y)} \]

\( y \) is the minimum of all \( x \) associated with \( c \cdot c' \). The proof would proceed in exactly the same way with this function as with \( (c \cdot c') \).

Returning to the assumption \( c \cdot c' \) is in the right-half plane, consider the auxiliary function

\[ w(x) = u(x) - \max_{\mathbb{C}(\mathbb{H}(s))} \left| \frac{\partial u(x) + Fu}{(c^a - c^y)} \right| \]

Then

\[ (4.20) \quad (\mathbb{I}_n(s) u(x) + F(x) w(x)) \]

\[ = (\mathbb{I}_n(s) u(x) + F(x) w(x)) - \max_{\mathbb{C}(\mathbb{H}(s))} \left| \mathbb{I}_n(s) u + Fu \cdot \mathbb{I}_n(s) (c^a - c^y) \right| \]

But

\[ (4.21) \quad \mathbb{I}_n(s) u = I_x + I_p(s) \mathbb{I}_n(s) \]

For any function of class \( c^2 \). Therefore,

\[ (4.22) \quad \mathbb{I}_n(s) u (c^a - c^y) = (c^a - c^y) + (c^a - c^y) \mathbb{I}_n(s) \]

Then

\[ (4.23) \quad \mathbb{I}_n(s) u + Fu \leq (\mathbb{I}_n(s) u(x) + F(x) w(x)) \]

\[ = \max_{\mathbb{C}(\mathbb{H}(s))} \left| \mathbb{I}_n(s) u + Fu \cdot \mathbb{I}_n(s) (c^a - c^y) \right| + (c^a - c^y) \mathbb{I}_n(s) \]

Choose a such that \( c^a \), \( 2^2 + c^a \mathbb{I}_n(s) \geq 2 \).

For this choice of \( a \), it is possible to choose a large enough, i.e. \( k(s) \) small enough, so that

\[ (4.24) \quad \left| \mathbb{I}_n(s) (c^a - c^y) \mathbb{I}_n(s) \right| \leq \mathbb{I}_n(s) (c^a - c^y) \mathbb{I}_n(s) < 1. \]

Then

\[ (4.25) \quad \mathbb{I}_n(s) u + Fu \leq \]
\[
\left( u_n(x, y) \right)(y) - P(y)u(y) - 2 \max_{x \in \mathbb{R}} \{ \mathbb{M}_n(x)u + P_n \} = 0
\]

Therefore, we can apply the maximum principle to \( u_n(x, y) + P_n \).

\[
w \leq \max \{ 0, \max w \} \text{ on } \Omega\]

If \( w \leq 0 \), then

\[
u = \max \{ \mathbb{M}_n(x)u + P_n : (e^{2x} - e^{2x}) \leq 0 \} \text{ in } \mathbb{R}^n\]

hence,

\[(4.26) \quad u \leq \max \{ \mathbb{M}_n(x)u + P_n : (e^{2x} - e^{2x}) \} \text{ in } \mathbb{R}^n\]

If \( w \leq \max w \) on \( \Omega \), then

\[
u = \max \{ \mathbb{M}_n(x)u + P_n : (e^{2x} - e^{2x}) \} \text{ in } \mathbb{R}^n\]

\[
u \leq \max \{ u - \max \{ \mathbb{M}_n(x)u + P_n : (e^{2x} - e^{2x}) \} \} \text{ on } \Omega \text{ in } \mathbb{R}^n\]

Therefore,

\[(4.27) \quad u \leq \max \{ u - \max \{ \mathbb{M}_n(x)u + P_n : (e^{2x} - e^{2x}) \} \} \text{ on } \Omega \text{ in } \mathbb{R}^n\]

Let \( X = \max \{ e^{2x} - e^{2x} \} \) on \( \mathbb{R} \). Then, combining the results of (4.26) and (4.27), we have
\((4.33)\quad u \leq \max \{ u \mid H_{\beta}(\gamma)u + Fu \} \quad \text{on } G'(\alpha(s)) \quad \text{in } G(\alpha(s)) \)

To obtain a lower bound on \( u \) of similar type, we apply the minimum principle to the function

\[(4.39)\quad u = u + \max \{ H_{\beta}(\gamma)u + Fu \} - (e^{\alpha} - e^\delta) \quad \text{in } G(\alpha(s)) \]

Following nearly identical steps as in the above proof, we get a lower bound

\[(4.30)\quad u(P) \leq \max \{ u \mid H_{\beta}(\gamma)u + Fu \} \quad \text{on } G'(\alpha(s)) \quad \text{in } G(\alpha(s)) \]

Combining the two inequalities \((4.30)\) and \((4.30)\), we obtain the desired result:

\[(4.31)\quad \vert u(P) \vert \leq \max \{ u \mid H_{\beta}(\gamma)u + Fu \} \quad \text{on } G'(\alpha(s)) \quad \text{in } G(\alpha(s)) \]

for all \( s \geq s_0 \).

This inequality enables us to prove convergence of a sequence of solutions of the difference equation to the solution of the differential equation when the sequence of difference operators is a uniformly consistent approximation to the differential operator.

Theorem 4.5:

Let \( \{ G(\alpha(s)) + G'(\alpha(s)) \} \) be a sequence of nets converging to \( G + G' \). Let \( \{ H_{\beta}(\gamma) \} \) be a uniformly consistent sequence of approximations to the operator \( H \) on \( G(\alpha(s)) + G'(\alpha(s)) \). Let \( U_\delta \) be a solution of the difference equation

\[(4.9)\quad (H_{\beta}(\gamma)U)(P) + F(P) U_\delta(P) = S(P) \quad \text{in } G(\alpha(s)) \]

with the boundary condition
(4.10) \[ U_s(p) = u(p) \text{ on } \partial t(h(s)). \]

Let \( u \) satisfy the differential equation

(1.3) \[ (\Delta)(u) + F(p)u(p) = G(p) \text{ in } G, \]

with boundary condition

(1.4) \[ u(p) = g(p) \text{ on } \partial t. \]

Then \( U_s \) converges uniformly to \( u \) in the sense of definition 4.3.

Since, as \( s \) approaches infinity, the net spacing approaches zero, and the number of points becomes infinite, we have a good approximation to the actual value of \( u \) at any point in \( G + \partial t \) by choosing \( s \) large enough due to the continuity of \( u \).

**Proof:**

Consider the function \( U_s - u \):

\[
(\Delta_u(U_s - u))(p) = F(p)(U_s - u)(p) \\
= (\Delta_u(U_s))(p) - (\Delta_u)(U_s)(p) - \Delta_u(p(u, p_s, h(s)) + F(p)(U_s - u)(p) \\
= (\Delta_u(U_s))(p) + F(p)(U_s - u)(p) - ((\Delta_u)(p(u, p_s, h(s))) + F(p)(U_s - u)(p)) \\
= - F(p(u, p_s, h(s))).
\]

Therefore, since

\[
(\Delta_u(U_s))(p) = F(p)(U_s - u)(p) = S(p), \text{ and} \\
(\Delta_u)(p) + F(p)(u(p) - S(p)),
\]

then

(4.32) \[ (\Delta_u(U_s - u))(p) + F(p)(U_s - u)(p) = - F(u, p_s, h(s)). \]

Using the inequality (4.31) on the function \( U_s - u \),

(4.33) \[ |(U_s - u)(p)| \leq \max_{\partial t(h(s))} |U_s - u)(p)|, \text{ on } \partial t(h(s)). \]
\[
\phi_T \circ \phi_0 = \phi_{T+0} = \phi_T \circ \phi_0
\]

where \( T > 0 \) and \( T > 0 \). Note that the interval \( [0, T] \) is compact and the function \( \phi_T \) is continuous. The above equation holds due to the properties of the \( \phi_T \) function. Therefore, we can conclude that \( \phi_T \circ \phi_0 = \phi_T \circ \phi_0 \) for all \( T > 0 \).
continuous derivatives of $u$ and the coefficients of the differential equation. Therefore, function $f(u, n(u))$ can be defined for fixed $u$ as follows. For each $a$, let $\sup \{|u_n(a)| \leq a\}$ be the supremum of the absolute value of all truncation errors for not size $\leq a$. The uniform continuity of the variables in the truncation error makes $f(u_n(a))$ continuous, and $\varepsilon$ can be made arbitrarily small by choosing $h$ small enough. We already showed the truncation error vanished as $h \to 0$. Hence, the theorems apply to our difference operator. Therefore, the difference equation converges to the differential equation.
COMPARISON OF METHODS AND RESULTS

As an example, consider the boundary value problem involving the differential equation

\[ u_{xx} + \frac{4}{3} xy u_{xy} + \frac{1}{2} xy u_{yy} = 0. \]

Greenspan and Jain (8) use this example on the unit square with corners \((0,0), (1,0), (1,1), (0,1)\) using a nine point difference formula which gives an operator of positive type. The net used is rectangular and the difference equations and the net are "natural" to the region in the sense that no interpolation is needed to determine boundary points. The values on the boundary are generated by evaluation of

\[ u = xy + \frac{4}{3} y(1 - y) \]

on the boundary for solution of the difference equations. This is also a solution of (5.1). The discretization error is a function of the third derivatives of the solution multiplied by step size, i.e. \(O(h)\). Since the third derivatives vanish, the difference equation and the differential equation have the same solution. The solutions obtained by Greenspan and Jain match the accuracy of the machine.

The method we propose requires extra computation, the solution of \(dy/dx = B/A\). However, this initial calculation reduces the number of neighbors from eight to four for each interior point and results in simpler difference equations, which, in turn, implies less machine operations per iteration. We use a "natural" region as shown in figure 7, page 69, where no interpolation is needed on
the boundary. The discretization procedure used approximates the boundary of the net region by straight lines. Further, the slope of the lines connecting net points are approximated by the value of $B/A$ at the midpoint of the line connecting the points. Therefore, we cannot expect, and do not get, exact values when solving the difference equations on this problem. Except in special cases, neither our method nor the method of Greenspan and Jain will give an exact solution.

Some other comparisons between the methods can be made. Our method includes terms involving first partial derivatives. Their inclusion requires that the net be "sufficiently small" to insure that the differential operator is of positive type. Greenspan and Jain (8) require different formulation of the difference equations depending on the sign of the mixed derivative term of (1.1); our method does not. Even though both methods require that the equation be uniformly elliptic in order to insure convergence, both the example of Greenspan and Jain and ours use a region where (1.3) is parabolic on two sides of the boundary. Both methods give good results in this example.

Starting with the standard form, $u_{xx} + 2Bu_{xy} + Cu_{yy}$, for the elliptic operator, Greenspan and Jain use uniform step size in both the $h$ direction and in the $k$ direction, i.e., $h_i = h_{i-1}$ and $k_j = k_{j-1}$. With this restriction in net spacing, they require the ratio $k/h$ to satisfy
(5.3) \[ B^2(x,y) \leq \frac{k}{h} |B(x,y)| < C(x,y) \]

at each point to ensure an operator of positive type. To obtain a theorem in the large, they choose a condition to ensure (5.3) as follows: If

(5.4) \[ \sup |B(x,y)| \leq \inf \frac{C(x,y)}{|B(x,y)|}, \]

then the selection of h and k so that

(5.5) \[ \sup |B(x,y)| \leq \frac{k}{h} \leq \inf \frac{C(x,y)}{|B(x,y)|} \]

will satisfy (5.3). These restrictions exclude solving

(5.6) \[ u_{xx} + 2x u_{xy} + (x + 1/9) u_{yy} = 0, \]

since (5.4) is not satisfied. Our method has no such restrictions.

The restriction that the equation be uniformly elliptic is sufficient to guarantee that the difference equation be of positive type. This in turn gives us a maximum principle so that uniqueness of the solution of the difference operator and convergence to the differential operator is assured. Further, we are assured that an iterative method, such as Gauss-Seidel, will solve the difference equations.

Our method has no restrictions requiring uniformity of the \( h \) step size. The initial step in the y direction can be chosen. Thereafter, in general, the method of computing the net precludes the \( k \) from being equal. Further, the freedom in choice of step size allows interpolation on the boundary without changing the order of the method.

Our program for approximating the solution of the boundary
value problem is written in two parts. First, the equation \( \frac{dy}{dx} = \frac{B}{A} \) is solved numerically to obtain net points. A machine plot showing net points and curves \( \psi = \text{constant} \) is made. An example appears in figure 7, page 69.

Since the generated net may not coincide with the boundary of the region \( G + G' \), interpolation on the boundary, if needed, is done at this stage. We have a region in which they coincide for the example.

The theory developed in this paper solves the equation

\[
(5.7) \quad - (A u_x + B u_y)_x - (B u_x + C u_y)_y + D u_x + E u_y + F u = S.
\]

We first put the equation

\[
(5.1) \quad u_{xx} + \frac{4}{3} xy u_{xy} + \frac{1}{2} xy u_{yy} = 0
\]

in that form. We then see that \( A = 1, B = \frac{2}{3} xy, \) and \( C = \frac{1}{2} xy. \) Then the first two terms of the left-hand side of equation (5.7) are

\[
(5.8) \quad - (u_x + \frac{2}{3} xy u_y)_x - (\frac{2}{3} xy u_x + \frac{1}{2} xy u_y)_y =
\]

\[
- (u_{xx} + \frac{4}{3} xy u_{xy} + \frac{1}{2} xy u_{yy}) - \frac{2}{3} y u_x - \frac{x}{2} u_y - \frac{2}{3} x u_x,
\]

so

\[
(5.9) \quad D = \frac{2}{3} x,
\]

and

\[
(5.10) \quad E = \frac{2}{3} y + \frac{x}{2}.
\]

Next, the coordinates of the net, the neighbors of each interior point, the boundary values and the differential equation are used as input in the second program. A system of equations is generated and solved by Gauss-Seidel iteration. No attempt is made to speed
up convergence of the iteration.

Figure 7, page 69, shows the net region with a spacing of
1/10 in the x direction and in the y direction for the starting
points of solutions of dy/dx = 3/x. This gave 45 equations to solve.
The solution took 156 iterations. The entire program, including
compilation, computation of the system of equations and solution
of the system took less than 42 seconds. Results are shown on
page 70. Since the exact solution of the differential equation
is known, errors are shown. Figure 9, page 71, shows the net re-
region with the step size cut in half. There are now 201 interior
points in the net region, so there is a system of 201 equations
to solve. The solution of the system took 309 iterations. Total
running time for the program was two minutes and 43 seconds. The
fourth order Runge-Kutta method used to form the net is accurate
enough in this case so that within machine accuracy we actually
subdivided the net. Some typical results are shown on page 72.

Figure 11, page 73, shows the net region with the step size cut in
half again. This time there are 332 equations to solve. Further,
there are 4361 non-zero entries in the coefficient matrix for the
system of equations. The program is written so that only non-zero
entries are stored. For this size problem, all the information
about the coefficient matrix is stored in 15,000 locations versus
the 510,000 locations needed if the whole matrix were stored. The
solution of the system took 1000 iterations, accumulated on four
different runs. Actual running time for the program was 43 minutes,
of which approximately two-thirds of the time was used in iterative solution of the system of equations.

A comparison of the accuracy for each step size at the same point is shown for several different points on page 75. Note that the error at the points is cut in half when the net spacing is cut in half. This is the expected asymptotic value, since the method is of order h. The points chosen show extremes in the errors for the region as well as intermediate results. Errors are smaller near the boundary of the region for any given net size.
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Figure 7. Region G + G' with Net Size $h_1 = .1$
<table>
<thead>
<tr>
<th>NET POINT</th>
<th>COMPUTED VALUE</th>
<th>CORRECT VALUE</th>
<th>ERROR</th>
<th>CORRECTED ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>0.133007</td>
<td>0.130969</td>
<td>-0.002038</td>
<td>-0.002038</td>
</tr>
<tr>
<td>1.4</td>
<td>0.144384</td>
<td>0.141695</td>
<td>-0.002689</td>
<td>-0.002689</td>
</tr>
<tr>
<td>1.5</td>
<td>0.157809</td>
<td>0.154159</td>
<td>-0.003650</td>
<td>-0.003650</td>
</tr>
<tr>
<td>1.6</td>
<td>0.172564</td>
<td>0.167994</td>
<td>-0.004570</td>
<td>-0.004570</td>
</tr>
<tr>
<td>1.7</td>
<td>0.188945</td>
<td>0.185141</td>
<td>-0.003804</td>
<td>-0.003804</td>
</tr>
<tr>
<td>1.8</td>
<td>0.206161</td>
<td>0.201372</td>
<td>-0.004789</td>
<td>-0.004789</td>
</tr>
<tr>
<td>1.9</td>
<td>0.223697</td>
<td>0.218026</td>
<td>-0.005671</td>
<td>-0.005671</td>
</tr>
<tr>
<td>2.0</td>
<td>0.247506</td>
<td>0.243634</td>
<td>-0.003872</td>
<td>-0.003872</td>
</tr>
<tr>
<td>2.1</td>
<td>0.273092</td>
<td>0.268678</td>
<td>-0.004414</td>
<td>-0.004414</td>
</tr>
<tr>
<td>2.2</td>
<td>0.295752</td>
<td>0.291393</td>
<td>-0.004359</td>
<td>-0.004359</td>
</tr>
<tr>
<td>2.3</td>
<td>0.319640</td>
<td>0.315688</td>
<td>-0.003952</td>
<td>-0.003952</td>
</tr>
<tr>
<td>2.4</td>
<td>0.344669</td>
<td>0.339864</td>
<td>-0.004805</td>
<td>-0.004805</td>
</tr>
<tr>
<td>2.5</td>
<td>0.371193</td>
<td>0.366320</td>
<td>-0.004873</td>
<td>-0.004873</td>
</tr>
<tr>
<td>2.6</td>
<td>0.399245</td>
<td>0.393525</td>
<td>-0.005720</td>
<td>-0.005720</td>
</tr>
<tr>
<td>2.7</td>
<td>0.429422</td>
<td>0.423816</td>
<td>-0.005606</td>
<td>-0.005606</td>
</tr>
<tr>
<td>2.8</td>
<td>0.461005</td>
<td>0.454882</td>
<td>-0.006123</td>
<td>-0.006123</td>
</tr>
<tr>
<td>2.9</td>
<td>0.494567</td>
<td>0.488442</td>
<td>-0.006123</td>
<td>-0.006123</td>
</tr>
<tr>
<td>3.0</td>
<td>0.530012</td>
<td>0.523566</td>
<td>-0.006446</td>
<td>-0.006446</td>
</tr>
<tr>
<td>3.1</td>
<td>0.566624</td>
<td>0.560646</td>
<td>-0.005978</td>
<td>-0.005978</td>
</tr>
<tr>
<td>3.2</td>
<td>0.604606</td>
<td>0.600633</td>
<td>-0.004093</td>
<td>-0.004093</td>
</tr>
<tr>
<td>3.3</td>
<td>0.644107</td>
<td>0.639633</td>
<td>-0.004474</td>
<td>-0.004474</td>
</tr>
<tr>
<td>3.4</td>
<td>0.685992</td>
<td>0.681754</td>
<td>-0.004238</td>
<td>-0.004238</td>
</tr>
<tr>
<td>3.5</td>
<td>0.730295</td>
<td>0.725191</td>
<td>-0.005104</td>
<td>-0.005104</td>
</tr>
<tr>
<td>3.6</td>
<td>0.777029</td>
<td>0.772459</td>
<td>-0.004570</td>
<td>-0.004570</td>
</tr>
<tr>
<td>3.7</td>
<td>0.825452</td>
<td>0.820707</td>
<td>-0.004745</td>
<td>-0.004745</td>
</tr>
<tr>
<td>3.8</td>
<td>0.875742</td>
<td>0.871238</td>
<td>-0.004504</td>
<td>-0.004504</td>
</tr>
<tr>
<td>3.9</td>
<td>0.927905</td>
<td>0.923600</td>
<td>-0.004305</td>
<td>-0.004305</td>
</tr>
<tr>
<td>4.0</td>
<td>0.982169</td>
<td>0.977925</td>
<td>-0.004244</td>
<td>-0.004244</td>
</tr>
<tr>
<td>4.1</td>
<td>1.038535</td>
<td>1.034375</td>
<td>-0.004160</td>
<td>-0.004160</td>
</tr>
<tr>
<td>4.2</td>
<td>1.096967</td>
<td>1.092916</td>
<td>-0.004051</td>
<td>-0.004051</td>
</tr>
<tr>
<td>4.3</td>
<td>1.157484</td>
<td>1.153461</td>
<td>-0.004023</td>
<td>-0.004023</td>
</tr>
<tr>
<td>4.4</td>
<td>1.220076</td>
<td>1.216061</td>
<td>-0.004015</td>
<td>-0.004015</td>
</tr>
<tr>
<td>4.5</td>
<td>1.284649</td>
<td>1.280656</td>
<td>-0.004003</td>
<td>-0.004003</td>
</tr>
</tbody>
</table>

Figure 8. Approximate Solution of $u_{xx} + \frac{4}{3} u_{xy} u_{xy} + \frac{2}{3} u_{yy} = 0$
When $h_1 = .1$
Figure 9. Region "C" with key stage $n = 0.5$
<table>
<thead>
<tr>
<th>NET POINT</th>
<th>COMPUTED VALUE</th>
<th>CORRECT VALUE</th>
<th>ERROR</th>
<th>% ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>41</td>
<td>0.1546914</td>
<td>0.1546915</td>
<td>-0.0000002</td>
<td>-0.0000002%</td>
</tr>
<tr>
<td>44</td>
<td>0.1756456</td>
<td>0.1756455</td>
<td>-0.0000001</td>
<td>-0.0000001%</td>
</tr>
<tr>
<td>46</td>
<td>0.1811946</td>
<td>0.1811947</td>
<td>-0.0000001</td>
<td>-0.0000001%</td>
</tr>
<tr>
<td>49</td>
<td>0.1463461</td>
<td>0.1463461</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>47</td>
<td>0.1443943</td>
<td>0.1443943</td>
<td>-0.0000000</td>
<td>-0.0000000%</td>
</tr>
<tr>
<td>48</td>
<td>0.1483955</td>
<td>0.1473668</td>
<td>0.0010277</td>
<td>0.0010277%</td>
</tr>
<tr>
<td>50</td>
<td>0.1465673</td>
<td>0.1465673</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>51</td>
<td>0.1470373</td>
<td>0.1470373</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>52</td>
<td>0.1477542</td>
<td>0.1477542</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>53</td>
<td>0.1469233</td>
<td>0.1469233</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>54</td>
<td>0.1454644</td>
<td>0.1454644</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>55</td>
<td>0.2036726</td>
<td>0.2036726</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>56</td>
<td>0.2131856</td>
<td>0.2131856</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>57</td>
<td>0.2235306</td>
<td>0.2235306</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>58</td>
<td>0.2341115</td>
<td>0.2341115</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>59</td>
<td>0.2473765</td>
<td>0.2473765</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>60</td>
<td>0.2587303</td>
<td>0.2587303</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>61</td>
<td>0.2794845</td>
<td>0.2794845</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>62</td>
<td>0.2847474</td>
<td>0.2847474</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>171</td>
<td>0.3016606</td>
<td>0.3016606</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>172</td>
<td>0.3329324</td>
<td>0.3329324</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>173</td>
<td>0.4064100</td>
<td>0.4064100</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>174</td>
<td>0.4282810</td>
<td>0.4282810</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>175</td>
<td>0.4508910</td>
<td>0.4508910</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>176</td>
<td>0.4734274</td>
<td>0.4734274</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>177</td>
<td>0.4972584</td>
<td>0.4972584</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>178</td>
<td>0.5282157</td>
<td>0.5282157</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>179</td>
<td>0.5686643</td>
<td>0.5686643</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>180</td>
<td>0.5973285</td>
<td>0.5973285</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>181</td>
<td>0.6204122</td>
<td>0.6204122</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>182</td>
<td>0.6434815</td>
<td>0.6434815</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>183</td>
<td>0.6653220</td>
<td>0.6653220</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>184</td>
<td>0.6877273</td>
<td>0.6877273</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>185</td>
<td>0.7019936</td>
<td>0.7019936</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>186</td>
<td>0.7268913</td>
<td>0.7268913</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>187</td>
<td>0.7506277</td>
<td>0.7506277</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>188</td>
<td>0.7853222</td>
<td>0.7853222</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>191</td>
<td>0.8332923</td>
<td>0.8332923</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
<tr>
<td>192</td>
<td>0.8757433</td>
<td>0.8757433</td>
<td>0.0000000</td>
<td>0.0000000%</td>
</tr>
</tbody>
</table>

Figure 10. Typical Approximations of $u_{xx} + \frac{4}{3} xy u_{xy} + \frac{2}{3} u_{yy} = 0$

When $h_i = .05$
Figure 11. Region $G + G'$ with Net Size $h_1 = .025$
<table>
<thead>
<tr>
<th>NEXT POINT</th>
<th>COMPUTED VALUE</th>
<th>CORRECT VALUE</th>
<th>ERROR</th>
<th>% ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.69</td>
<td>0.136472</td>
<td>0.136472</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.76</td>
<td>0.132561</td>
<td>0.132561</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.71</td>
<td>0.131621</td>
<td>0.131621</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.73</td>
<td>0.130973</td>
<td>0.130973</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.74</td>
<td>0.129442</td>
<td>0.129442</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.75</td>
<td>0.128532</td>
<td>0.128532</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.79</td>
<td>0.126489</td>
<td>0.126489</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.86</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.87</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.88</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.90</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.91</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.97</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>1.98</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>2.00</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>2.01</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>2.02</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>2.03</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>2.04</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>2.05</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
<tr>
<td>2.06</td>
<td>0.122769</td>
<td>0.122769</td>
<td>0</td>
<td>0.001%</td>
</tr>
</tbody>
</table>

Figure 12. Typical Approximations of \( \frac{u_{xx}}{3} + \frac{4}{3} u_{xy} + \frac{2}{3} u_{yy} = 0 \)

When \( h_i = .025 \)
<table>
<thead>
<tr>
<th>Point number</th>
<th>Corrected Value</th>
<th>Error</th>
<th>Correct value</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>0.205322</td>
<td>0.004299</td>
<td>0.201032</td>
</tr>
<tr>
<td>0.05</td>
<td>0.205322</td>
<td>0.004299</td>
<td>-0.002923</td>
</tr>
<tr>
<td>0.025</td>
<td>0.205322</td>
<td>0.004299</td>
<td>-0.05427</td>
</tr>
<tr>
<td>Correct value 0.201032</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.374303</td>
<td>0.001141</td>
<td>0.259677</td>
</tr>
<tr>
<td>0.05</td>
<td>0.374303</td>
<td>0.001141</td>
<td>-0.002923</td>
</tr>
<tr>
<td>0.025</td>
<td>0.374303</td>
<td>0.001141</td>
<td>-0.05427</td>
</tr>
<tr>
<td>Correct value 0.259677</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.455033</td>
<td>0.001141</td>
<td>0.455033</td>
</tr>
<tr>
<td>0.05</td>
<td>0.455033</td>
<td>0.001141</td>
<td>-0.002923</td>
</tr>
<tr>
<td>0.025</td>
<td>0.455033</td>
<td>0.001141</td>
<td>-0.05427</td>
</tr>
<tr>
<td>Correct value 0.455033</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.605352</td>
<td>0.001141</td>
<td>0.605352</td>
</tr>
<tr>
<td>0.05</td>
<td>0.605352</td>
<td>0.001141</td>
<td>-0.002923</td>
</tr>
<tr>
<td>0.025</td>
<td>0.605352</td>
<td>0.001141</td>
<td>-0.05427</td>
</tr>
<tr>
<td>Correct value 0.605352</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.468705</td>
<td>0.001141</td>
<td>0.468705</td>
</tr>
<tr>
<td>0.05</td>
<td>0.468705</td>
<td>0.001141</td>
<td>-0.002923</td>
</tr>
<tr>
<td>0.025</td>
<td>0.468705</td>
<td>0.001141</td>
<td>-0.05427</td>
</tr>
<tr>
<td>Correct value 0.468705</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.655730</td>
<td>0.001141</td>
<td>0.655730</td>
</tr>
<tr>
<td>0.05</td>
<td>0.655730</td>
<td>0.001141</td>
<td>-0.002923</td>
</tr>
<tr>
<td>0.025</td>
<td>0.655730</td>
<td>0.001141</td>
<td>-0.05427</td>
</tr>
<tr>
<td>Correct value 0.655730</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.303459</td>
<td>0.001141</td>
<td>0.303459</td>
</tr>
<tr>
<td>0.05</td>
<td>0.303459</td>
<td>0.001141</td>
<td>-0.002923</td>
</tr>
<tr>
<td>0.025</td>
<td>0.303459</td>
<td>0.001141</td>
<td>-0.05427</td>
</tr>
<tr>
<td>Correct value 0.303459</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 13. Comparison of Results for the Three Net Spacings at Some Typical Points