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I. INTRODUCTION AND REVIEW OF LITERATURE

A stochastic process is a process which proceeds in time governed by probabilistic laws; it is a collection of random variables \( \{X_t\} \) where the index \( t \) is a member of a given set \( \{t\} \), and \( X_t \) represents a characteristic under study. Often \( t \) symbolizes time and \( \{t\} \) is taken to be the nonnegative integers \( \{0, 1, 2, \ldots\} \). The unit involved can be any predetermined time interval which determines when the random variable \( X_t \) is to be measured or observed. This interval can be of any length, e.g., one minute, three days, etc. A stochastic process of this structure is often referred to as a time series. For example \( \{X_0, X_1, X_2, \ldots\} \) can be thought of as the collection of queue lengths in a queuing system measured at different points in time \( t_0, t_1, t_2, \ldots \).

Note that \( X_t \) might be a vector; indeed so might \( t \), when it does not denote time; however we restrict attention to the scalar case. The possible values or materializations of the random variables \( X_t \), which will be frequently referred to as the "state space", need not be finite or even countable. An example of a continuum of possible outcomes is when the \( X_t \) are normally distributed. Note that the index \( t \) also might assume a continuum of values. In any case the collection \( \{t\} \) will be referred to as the "time domain".
Throughout the following chapters, this thesis will consider a time domain \( \{t_0, t_1, t_2, \ldots, t_r, \ldots\} \) where
\[
t_{r+1} = t_r + \Delta t, \quad \Delta t > 0
\]
being the time unit. At these times the system will be in one of a finite number \( N \) of mutually exclusive and exhaustive categories or states, i.e., \( X_t \in \{1, 2, \ldots, N\} \). A specific example of the general situation just outlined, in addition to the queuing example above, is an inventory system whose level is reviewed only at discrete equally spaced intervals of time, e.g., each week.

In order to be able to obtain useful analytic results about the system, an assumption regarding the joint distribution of \( X_0, X_1, X_2, \ldots \) is necessary. A widely used assumption which leads to tractable analytic manipulation is that the stochastic process has the Markovian property. A stochastic process \( \{X_t\} \) with countable time domain \( \{0, 1, 2, \ldots\} \) and finite state space \( \{0, 1, 2, \ldots, N\} \) is called a Markov chain if:
\[
P\{X_{t+1} = j/X_0 = m_0, \ldots, X_{t-1} = m_{t-1}, X_t = i\} = P\{X_{t+1} = j/X_t = i\}
\]
(1.1)
for \( t = \{0, 1, 2, \ldots\} \) and every sequence \( m_0, m_1, \ldots, m_{t-1}, i, j \) with elements in \( \{1, 2, \ldots, N\} \). In other words, the Markovian property signifies that the conditional probability of
the system (or $X_t$) being in any future state given a particular past state history and the present state does not depend functionally on the past state history. The conditional probabilities mentioned above are called one-step transition probabilities. They are referred to as stationary if

$$P[X_{t+1} = j | X_0 = i] = P[X_1 = j | X_0 = i] \quad (1.2)$$

for all $t = 0, 1, 2, \ldots$ and all $i, j \in \{1, 2, \ldots, N\}$ and are then usually represented by $P_{ij}$. In such a stationary situation the set of all the one-step transition probabilities is conveniently represented by a square matrix called the transition probability matrix $P$:

$$P = \begin{bmatrix}
1 & 2 & \ldots & j & \ldots & N \\
1 & P_{11} & P_{12} & \cdots & P_{1j} & \cdots & P_{1N} \\
2 & P_{21} & P_{22} & \cdots & P_{2j} & \cdots & P_{2N} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & & \ddots & \vdots & \ddots & \vdots \\
N & P_{N1} & P_{N2} & \cdots & P_{Nj} & \cdots & P_{NN}
\end{bmatrix} \quad (1.3)$$

The $N$ rows and columns correspond to the $N$ states the system
can occupy. The elements in row $i$, $i=1,2,...,N$ are the probabilities of one-step transition to state $j$, $j=1,2,...,N$, conditioning on being in state $i$, and thus

$$0 \leq p_{ij} \leq 1$$

for all $i,j=1,2,...,N$

and

$$\sum_{j=1}^{N} p_{ij} = 1$$

for all $i=1,2,...,N$. \quad (1.4)

Markov chains were first introduced by Markov in 1907. In the 1930's, Kolmogrov extended the mathematical theory to include the case of chains with an infinite number of states, i.e., infinite "state domain". By 1950 it was well recognized that the Markov chain principle provides a mathematical model with much potential for applications. The mathematical analysis of Markovian systems and their applications to physical as well as social sciences is a subject in itself about which several books have been written. Examples of specific applications are found in Derman and Lieberman (1967) on joint replacement and stocking problems, in Klein (1966) on production scheduling and control and maintenance-replacement decision problems, and in Herniter and Magee (1961) on customer behavior and marketing policies.

Howard and Derman introduced Markov decision processes which involve repetitive decision making in a Markov chain.
environment. In that context, Howard (1960) has introduced the notion of returns or rewards in a Markov chain setting. Corresponding to the transition matrix $P$, he considers a matrix $R$ of transition rewards:

$$
R = \begin{bmatrix}
1 & 2 & \cdots & j & \cdots & N \\
1 & r_{11} & r_{12} & \cdots & r_{1j} & \cdots & r_{1N} \\
2 & r_{21} & r_{22} & \cdots & r_{2j} & \cdots & r_{2N} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
N & r_{N1} & r_{N2} & \cdots & r_{Nj} & \cdots & r_{NN}
\end{bmatrix}
$$

which specifies a return $r_{ij}$ for a system transition from state $i$ to state $j$.

In the case of a finite horizon Markovian process (finite time domain $\{t\}$ or number of stages), the expected value of the system (expected total reward) can be calculated if we know both the transition probability matrix $P$ and the associated reward matrix $R$. In this context, Howard (1960) introduced a recurrence relation for the expected total reward in the next $n$ transitions, $v_i(n)$, given that the system is currently in state $i$:
\[ v_i(n) = \sum_{j=1}^{n} p_{ij}[r_{ij} + \beta v_j(n-1)] , \quad i=1,2,\ldots,N \]
\[ n=1,2,3,\ldots \] (1.6)

In the infinite horizon case, a discount factor \( \beta \) may be introduced in order to be able to deal with finite total rewards. The discount factor \( \beta, 0 < \beta < 1, \) will discount the reward received at the \( h+1^{st} \) transition by \( \beta^h \) to bring it down to present worth. It is still relevant, in the infinite horizon case, to consider finite horizons as stepping stones, but the recurrence relations (Equation 1.6) are changed slightly to allow for the discount factor \( \beta \):

\[ v_i(n) = \sum_{j=1}^{n} p_{ij}[r_{ij} + \beta v_j(n-1)] , \quad i=1,2,\ldots,N \]
\[ n=1,2,\ldots \] (1.7)

The discount factor \( \beta \) can be interpreted in two different but related ways. First it has the psychological meaning that a reward received immediately has a greater intrinsic value than the same reward received at a future date (which suggests that the same reward received in the infinite future has no value). The other interpretation arises from the engineering economist's point of view, who would consider the discount factor \( \beta^h \) as the present worth factor \( (1+i)^{-h} \), where \( i \) is the effective interest rate for the period of time between two successive transitions. In this context one may then appropriately speak of the present
worth of the sum of all future expected rewards.

Decision making was introduced into the multistage Markovian models by permitting a choice among several transition and reward matrices. In other words, the decision maker is confronted with $K_i$ choices whenever he is in state $i$, each of these $K_i$ choices leading to its corresponding $1 \times N$ vector of transition probabilities and a corresponding $1 \times N$ vector of transition rewards. Without loss of generality it will be assumed in this thesis that $K_i = K$ not dependent on $i$. Note that, in this context of decision alternatives, a vector of transition rewards from state $i$ to state $j$ under decision $k \in (1, 2, \ldots, K)$, should be thought of as a vector of "net" rewards taking into account the cost of moving from $i$ to $j$ under $k$. In the above decision making context, the details of a one-step transition may be described by the following diagram (Diagram 1).

At this point it may be appropriate to define the matrix

$$\mathcal{P} \equiv K \cdot N$$

with

$$\begin{bmatrix}
[p_{ij}^1] \\
[p_{ij}^2] \\
\vdots \\
[p_{ij}^K]
\end{bmatrix}$$

(1.8)
Diagram 1. Non-Bayesian optimal Markov decision process
as a generalized stochastic matrix since the word stochastic matrix will be reserved for an \((N \times N)\) square matrix. Also the corresponding \((K.N \times N)\) reward matrix will be called the generalized reward matrix, \(R\).

Adopting a (stationary policy) in a Markovian decision process is to decide on which alternative action \(k\) to choose in state \(i\). Howard (1960) has contributed to this problem by developing a procedure (the policy iteration method), to determine choices that maximize total expected reward. The method applies in particular to the discounted infinite horizon case. An alternate solution method, linked to standard dynamic programming approaches, Blackwell (1962, 1965), is based on the recursion system

\[
v_i(n) = \max_k \left[ q_{i}^{k} + \beta \sum_{i=1}^{N} p_{ij}^k v_j(n-1) \right] \quad i=1,2,\ldots,N \quad (1.9)
\]

where

\[
q_i^k = \sum_{j=1}^{N} p_{ij}^k r_{ij}
\]

is the expected immediate one-step reward and \(v_i(n)\) denotes the maximum total expected reward obtainable in \(n\) stages when starting in state \(i\). In this context Howard (1960) has demonstrated the existence of a stationary optimal policy for the infinite horizon problem.

In most of the writing mentioned so far, the transition
matrix $P$ (without alternatives) or $P^*$ (with alternatives) is assumed to be known with certainty. This assumption may not be justified, especially when dealing with a new system. The Bayesian approach attempts to circumvent this assumption, and considers a set of generalized stochastic matrices $\{P\}$, finite or infinite, rather than a single matrix $P$. The Bayesian decision maker starts with prior (raw) knowledge about, which matrix $P^* \in \{P\}$ governs the system. This prior knowledge is described by a "prior" distribution (a preliminary probability distribution function $h(P)$) over the set $\{P\}$. The prior distribution function may be discrete or continuous, depending on the set $\{P\}$. The decision maker updates or improves his knowledge about the prior distribution with each transition, as he observes the successive random variables $X_t$. This improved knowledge is quantified by a "posterior" distribution that replaces the original prior. Since the outcomes $X_t$ are actually generated according to the matrix $P^*$, it is likely that the decision maker's updated posterior distribution $h(P, X_t, k)$ will place more probability mass near $P^*$. Hopefully after a reasonably large number of transitions $n^*$, there will be probability mass near unity near $P^*$ and the optimal decision will be identical to the optimal decisions used by the decision maker who knows $P^*$. In particular, the adopted policy will become stationary, in the sense that alternatives chosen in given states
will be the same for all \( n > n^* \). Related problems in the
firming up of information have been treated from several
points of view; for example in Savage (1954), Blackwell and
Dubins (1962), Doob (1953), and Rose (1971). The details
of a one-step transition in the Bayes case may be described
by the following diagram (Diagram 2).

Recent applications of Bayesian decision theory to
Markov chains include studies, done at the Massachusetts
Institute of Technology by Silver (1963) on chains with
uncertain transition probabilities. Gonzales-Zubita and
Miller (1965) uses mainly experimental and heuristic ap­
proaches to the problem and relies upon simulation rather
than analysis.

Martin (1967) also considered the matter of selection
of prior distribution functions, for the unknown matrix of
transition. Related to the notion of natural conjugacy he
discussed the idea of a family of distributions closed under
consecutive sampling, i.e., a family such that the decision
maker's revision of the prior will produce a posterior which
belongs to a given family of distributions.

The problem of choosing a sequence of policies which
maximizes the total expected discounted reward over an in­
finite period of time, was formulated by Martin (1967) in
terms of a set of functional equations, once again linked
to dynamic programming. The uniqueness and existence of
Diagram 2. A Bayesian Markov decision process

\[ i, j = 1, 2, \ldots, N \]
\[ k = 1, 2, \ldots, K \]
\[ \eta = 1, 2, \ldots, L \]
solutions of such equations were discussed, together with a successive approximation method, converging monotonically to solution. The above functional relations mentioned may be summarized as follows.

\[ v_i(h) = \max_{1 \leq k \leq K} \left\{ d_i^k + \beta \sum_{j=1}^{N} p_{ij}^k(h)v_j(T_{ij}^k(h)) \right\} \]

\[ i=1,2,\ldots,N \]

\[ 0 \leq \beta < 1 \quad (1.10) \]

where

\[ d_i(h) = \sum_{j=1}^{N} p_{ij}^k(h)r_{ij}^k \]

\[ k=1,2,\ldots,K, \quad i=1,2,\ldots,N \]

is the marginal prior expectation of \( p_{ij}^k \), \( h \) is the current distribution over the states, \( T_{ij}^k(h) \) is the corresponding posterior and

\[ q_{ij}^k(h) = \sum_{j=1}^{N} p_{ij}^k(h)r_{ij}^k \]

\[ k=1,2,\ldots,K, \quad i=1,2,\ldots,N \]

denote the mean one-step transition reward when the system is in state \( i \) and alternative \( k \) is used.

Generally both the transition matrix \( \mathcal{P} \) and the reward matrix \( \mathcal{R} \) can be considered random. Wolf (1970) considered the case where the \( \mathcal{P} \) matrix is known with certainty and the reward matrix follow a prior probability distribution. In particular he considered the rewards to be random, distributed
in accordance with a distribution belonging to a given class, and prior as well as posterior distributions pertain to this class. An upper and lower bound for the maximum total expected reward were developed as well as a method for finding an optimum policy.

This thesis considers a Markov decision process with alternative actions and uncertain transition probabilities. The system undergoing the above process is assumed to have a finite state space \( \mathcal{N} \) which consists of \( N \) states, with \( K \) alternative actions available to the decision maker in each state, and an infinite operating time domain. A system review (sampling) takes place at fixed points in time \( t_0, t_1, \ldots, t_n, \ldots \) with a prespecified constant time interval \( \Delta t = t_{n+1} - t_n, \ n=0,1,2,\ldots \) where \( n \) denotes the \( n \)th sampling stage. A discounted reward structure is in effect with the \( n \)th reward \( r_{ij}^k \), collected immediately after the \( n \)th transition occurs between states \( i \) and \( j \) under alternate \( k \), discounted by a discount factor \( \beta^n \). \( \beta, 0 < \beta < 1 \), is the discount rate.

The system is assumed to be governed by a generalized stochastic \((K.NxN)\) matrix \( \mathcal{P}^* \), a member of a finite set of \( L \) generalized stochastic matrices \( \{\mathcal{P}\} \). The decision maker's uncertainty is introduced by a prior probability distribution over the set \( \{\mathcal{P}\} \), reflecting his guess about the probabilities: \( \Pr\{ \mathcal{P} \equiv \mathcal{P}^* \}, / =1,2,\ldots,L. \)
A primary concern of this thesis is the convergence of the posterior distribution to a degenerate probability distribution with probability mass one at the matrix $\mathcal{D}^*$, and the effect of this convergence on the system's total discounted reward.

The approach adopted is to analyze a related "mixed" random walk, whose step sizes are functions of the transition probabilities of the set $\mathcal{D}$, and whose partial sums $\sum_{n=1}^{\infty}$ uniquely determine the posterior development. The random walk passes through two regions, the first related to a certain "state-nonstationary" phase of the policy, the second related to a certain "state-stationary" phase.

Chapter II is concerned with the task of bounding the probability that the posterior maintains at least a certain convergence rate, assuming state-stationarity. The idea is to wed the moment-generating function approach for large deviations, explored for example by Bahadur and Rao (1960) and Chanda (1972), to the matrix-iteration expression for the moment-generating functions of a cumulative sum of scalar functions of Markov chain transitions, as it appears in Montroll (1947).

Based on Chapter II, Chapter III develops an upper bound for the rate of posterior convergence, with a certain assumption made about the process which insures a state-stationary phase for the related random walk. The procedure is to use the results of Dubins and Savage (1965a) to follow
the early course of the posterior in the state-nonstationary phase, then the results of Chapter II to follow the eventual state-stationary course. In section B, the random walk formulation is developed for the general case \((N,K,L)\), followed in sections C and D by the development of an upper bound for the convergence rate, in the special case \((N=2, K=2, L=2)\).

Let \(\mathcal{D}_2\) be a Bayesian decision-maker with a prior assigning some weight to \(\mathcal{P}^*\), the actual generalized matrix \(\mathcal{P}^*\) governing the evolution of the process, and let \(\mathcal{D}_1\) be a decision maker who knows \(\mathcal{P}^*\) and acts optimally accordingly. Chapter IV discussed the almost-sure relative near-equality for large \(\beta\) of the total discounted rewards earned by \(\mathcal{D}_2\) and \(\mathcal{D}_1\). Two further assumptions are made here, the first of which essentially concerns independence from \(\beta\) of the state-stationary phase of the process.

Chapter V summarizes the results developed in the previous chapters and suggests possible considerations for future studies.
II. LARGE DEVIATIONS FOR MARKOV CHAINS

A. Introduction

This chapter explores the large deviations of cumulative sums of scalar functions of transitions of Markov chains. The term "large deviations" is used here in the sense that it is used for example in Bahadur and Rao (1960) or in Chanda (1972). The general approach will be to wed the moment-generating function approach explored by the above two authors to the matrix-iteration expression for the moment-generating functions of cumulative sums of scalar functions of Markov chain transitions, as it appears for example in Montroll (1947).

B. Primitive Matrices

A nonnegative square matrix

\[ B = \begin{bmatrix}
    b_{11} & b_{12} & \cdots & b_{1s} \\
    b_{21} & b_{22} & \cdots & b_{2s} \\
    \vdots & \vdots & & \vdots \\
    b_{s1} & b_{s2} & \cdots & b_{ss}
\end{bmatrix} \]

is such that \( b_{ij} \geq 0 \) for all \( i, j = 1, 2, \ldots, s \). An important property of nonnegative square matrices is demonstrated by the theorem of Perron and Frobenius (Cox and Miller, 1965), which states that a nonnegative square matrix has a maximal nonnegative
characteristic value which is not exceeded in absolute value by any other characteristic value, and corresponding to which there is a nonnegative characteristic vector.

A nonnegative irreducible matrix is one that cannot by suitable permutations applied to both rows and columns, be put into the form

\[
\mathbf{B} = \begin{bmatrix}
\mathbf{B}_{11} & 0 \\
\mathbf{B}_{21} & \mathbf{B}_{22}
\end{bmatrix}
\]

(2.2)

where the \( \mathbf{B}_{11}, \mathbf{B}_{22} \) are square matrices.

Some properties of a nonnegative irreducible matrix are as follows: \( \mathbf{B} \) has a simple real positive characteristic root \( \lambda_1 \) with the following properties:

1. Corresponding to \( \lambda_1 \) there is a positive right characteristic vector \( \mathbf{X} \), i.e., there exists a vector \( \mathbf{X} > 0 \) such that:

\[
\mathbf{B} \mathbf{X} = \lambda_1 \mathbf{X}
\]

(2.3)

2. If \( \lambda' \) is any other characteristic root of \( \mathbf{B} \) then

\[
|\lambda'| \leq \lambda_1
\]

(2.4)

3. \( \lambda_1 \) is simple root of the determinantal equation

\[
|\lambda \mathbf{I} - \mathbf{B}| = 0
\]

(2.5)

4. \( \lambda_1 \leq \max_{i,j}(\Sigma \mathbf{b}_{ij}) \), \( \lambda_1 \leq \max_{j,i}(\Sigma \mathbf{b}_{ij}) \), i.e.
(5) The facts stated under (1) also apply to a positive left characteristic vector, as can easily be verified as follows: consider a nonnegative irreducible matrix \( \mathcal{B} \), with maximal characteristic root \( \lambda_1 \) then \( \mathcal{B} \) is also nonnegative irreducible and has the same maximal characteristic root \( \lambda_1 \), as implied by Equation 2.5. Hence according to (1) there exists a vector \( \tilde{X} > 0 \), such that

\[
\mathcal{B} \tilde{X} = \lambda_1 \tilde{X} ,
\]

i.e., a vector \( \tilde{X}' \) such that

\[
\tilde{X}' \mathcal{B} = \lambda_1 \tilde{X}' .
\]

A nonnegative irreducible primitive (i.e., primitive) matrix is a nonnegative irreducible matrix such that \( \lambda_1 \) is the only root of modulus \( |\lambda_1| \). It can be shown, Gantmacher (1960) that, alternatively, a primitive matrix is a non-negative matrix one of whose powers is a positive matrix.

C. (2 x 2) Primitive Matrices

Consider a primitive matrix \( M \)

\[
M \equiv \begin{bmatrix} A & B \\ C & D \end{bmatrix} .
\]

\[
\lambda_1 \leq \min \{ \max(\sum_{i,j} b_{ij}) , \max(\sum_{j,i} b_{ij}) \} \]
In view of the characterization of primivity at the end of the last section, there can be at most one zero among the numbers A, B, C and D, and both B and C must be positive.

The characteristic roots of the matrix $M$ are obtained by solving the determinantal equation

$$|M - \lambda I| = 0$$  \hspace{1cm} (2.10)

where $I$ is the identity matrix of size 2 and $\lambda$ is a scalar.

Equation 2.10 is equivalent to

$$\begin{vmatrix}
(A-\lambda) & B \\
C & (D-\lambda)
\end{vmatrix} = 0$$

$$(A-\lambda)(D-\lambda) - BC = 0$$

$$\lambda^2 - \lambda(A+D) + (AD-BC) = 0$$  \hspace{1cm} (2.11)

a second degree equation in $\lambda$, which has a solution

$$\lambda_1 = \frac{(A+D) + \sqrt{(A+D)^2 - 4(D-BC)}}{2}$$

$$\lambda_1 = \frac{(A+D) + \sqrt{A^2 + 2AD + D^2 - 4AD + 4BC}}{2}$$

$$\lambda_1 = \frac{(A+D) + \sqrt{(A-D)^2 + 4BC}}{2}$$  \hspace{1cm} (2.12)

and similarly
\[ \lambda_2 = \frac{(A+D) - \sqrt{(A-D)^2 + 4BC}}{2} \]  

(2.13)

where \( \lambda_1, \lambda_2 \) are the characteristic roots of the matrix \( M \).

Now let \( X = (x_1, x_2) \) and \( Y = (y_1, y_2) \) be the corresponding normalized right characteristic vectors for \( \lambda_1, \lambda_2 \) respectively. The elements of the characteristic vector \( X \) are determined by the solution of the following set of equations

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} = \lambda_1
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
\]  

(2.14)

or equivalently

\[
Ax_1 + Bx_2 = \lambda x_1
\]  

(2.15)

\[
Cx_1 + Dx_2 = \lambda x_2
\]  

(2.16)

together with the normalizing condition

\[
x_1^2 + x_2^2 = 1
\]  

(2.17)

Using Equations 2.15, 2.17 we get

\[
x_2 = x_1 \frac{(\lambda_1 - A)}{B}
\]  

(2.18)

and
\[ x_1^2 + x_2^2 \frac{\lambda_1 - A}{B} = 1 \]

\[ x_1^2 = \frac{B^2}{B^2 + (\lambda_1 - A)^2} \]

\[ x_1 = \frac{B}{\sqrt{B^2 + (\lambda_1 - A)^2}} \]  

(2.19)

and consequently

\[ x_2 = \frac{B}{\sqrt{B^2 + (\lambda_1 - A)^2}} \cdot \frac{\lambda_1 - A}{B} \]

\[ = \frac{(\lambda_1 - A)}{\sqrt{B^2 + (\lambda_1 - A)^2}} \]  

(2.20)

By the same procedure used above the elements \( y_1, y_2 \) of the other characteristic vector \( Y \) are determined by the solution of the set of equations

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} = \lambda_2
\begin{bmatrix}
y_1 \\
y_2
\end{bmatrix}
\]  

(2.21)

or equivalently
\[ Ay_1 + By_2 = \lambda_2 y_1 \quad (2.22) \]
\[ Cy_1 + By_2 = \lambda_2 y_2 \quad (2.23) \]

together with the normalizing condition

\[ y_1^2 + y_2^2 = 1 \quad (2.24) \]

The solution of Equations 2.23 and 2.24 gives

\[ y_1 = \frac{(\lambda_2 - D)}{\sqrt{C^2 + (\lambda_2 - D)^2}} \quad (2.25) \]

and

\[ y_2 = \frac{C}{\sqrt{C^2 + (\lambda_2 - D)^2}} \quad (2.26) \]

Hence the two characteristic roots are

\[ \lambda_1 = \frac{(A+D) + \sqrt{(A-D)^2 + 4BC}}{2} \quad (2.27) \]
\[ \lambda_2 = \frac{(A+D) - \sqrt{(A-D)^2 + 4BC}}{2} \quad (2.28) \]

and the corresponding normalized right characteristic vectors are
If now one defines

\[ V = \begin{bmatrix} x_1 & y_1 \\ x_2 & y_2 \end{bmatrix} \]  

Then \( V \) can be shown to have an inverse \( W \) by noting that \( V \) has a positive determinant under the assumptions considered about the matrix \( M \) at the beginning of Section C of this chapter together with the values of \( X, Y \) in Equations 2.29, 2.30. Then one can write

\[ M \cdot V = V \Lambda \]

and

\[ M = V \Lambda V^{-1} \]

\[ = V \Lambda W \]  

(2.32)
Consider the stochastic matrix $M(0)$

$$M(0) = \begin{bmatrix} \theta_1 & (1-\theta_1) \\ (1-\theta_2) & \theta_2 \end{bmatrix} \quad (2.33)$$

where $0 \leq \theta_1, \theta_2 < 1$ and $\theta_1, \theta_2$ are not both zero. Consider also the matrix family $M(t)$,

$$M(t) = \begin{bmatrix} \theta_1 e^{at} & (1-\theta_1)e^{bt} \\ (1-\theta_2)e^{ct} & \theta_2 e^{dt} \end{bmatrix}, \quad 0 \leq t < +\infty \quad (2.34)$$

where $a, b, c$ and $d$ are arbitrary real numbers.

**Theorem 2.1:** Let $\lambda_1(t)$ be the dominant characteristic root for $M(t)$ and let $\pi = (\pi_1, \pi_2)$ be the stationary probabilities vector for $M(0)$. Let also

$$m = \pi_1 \cdot [a \cdot \theta_1 + b(1-\theta_1)] + \pi_2 \cdot [c(1-\theta_2) + d \cdot \theta_2] \quad (2.35)$$
If

\[ m < Q < \max[a, b, c, d] \]  \hspace{1cm} (2.36)

then there is a \( \tau \) such that

1) \( e^{-Q \lambda_1(t)} < 1 \) at \( t=\tau \) \hspace{1cm} (2.37)

2) \( \frac{d}{dt}[e^{-Q \lambda_1(t)}] = 0 \) at \( t=\tau \) \hspace{1cm} (2.38)

Proof

(1) The stochastic matrix \( M(0) \) has a stationary probability vector \( \pi \), with elements determined by the solution of the set of equations:

\[ \pi[I - M(0)] = 0 \]

\[ \begin{bmatrix} \pi_1 \\ \pi_2 \end{bmatrix} \begin{bmatrix} 1-\theta_1 & -(1-\theta_1) \\ -(1-\theta_2) & (1-\theta_2) \end{bmatrix} = 0 \]

\[ \pi_1 \cdot (1-\theta_1) - \pi_2 \cdot (1-\theta_2) = 0 \]  \hspace{1cm} (2.39)

\[ -\pi_1(1-\theta_1) + \pi_2 \cdot (1-\theta_2) = 0 \]  \hspace{1cm} (2.40)

together with the conditions
\[ \pi_1 + \pi_2 = 1 \quad , \quad (2.41) \]
\[ \pi_1 , \pi_2 > 0 \quad . \quad (2.42) \]

Using Equations 2.39 and the conditions 2.41 and 2.42 one obtains

\[ \pi \equiv (\pi_1, \pi_2) = \left[ \frac{(1-\theta_2)}{(1-\theta_1) + (1-\theta_2)} , \frac{(1-\theta_1)}{(1-\theta_1) + (1-\theta_2)} \right] . \quad (2.43) \]

Now, in view of Equation 2.27, the dominant characteristic root of the matrix \( M(t) \) is given by

\[ \lambda_1(t) = \frac{\theta_1 e^{at} + \theta_2 e^{dt}}{2} \]
\[ + \sqrt{\left[ \frac{\theta_1 e^{at} - \theta_2 e^{dt}}{2} \right]^2 + (1-\theta_1)(1-\theta_2) \cdot e^{(b+c)t}} . \quad (2.44) \]

With reference to Equation 2.44

\[ e^{-\gamma t} \lambda_1(t) = \frac{\theta_1 e^{(a-\gamma)t} + \theta_2 e^{(d-\gamma)t}}{2} \]
\[ + \sqrt{\left[ \frac{\theta_1 e^{(a-\gamma)t} - \theta_2 e^{(d-\gamma)t}}{2} \right]^2 + (1-\theta_1)(1-\theta_2) e^{[(b-\gamma)+(c-\gamma)]t}} . \quad (2.45) \]

One can note the following properties of the quantity
\[ e^{-Qt_{\lambda_1}}(t) \]

**a)** \[ e^{-Qt_{\lambda_1}}(t) \bigg|_{t=0} \] is the dominant root of a stochastic matrix, and hence is equal to unity. This may be seen as well by direct substitution in Equation 2.45.

**b)** \[ e^{-Qt_{\lambda_1}}(t) \] is easily shown to be differentiable on the interval \([0, \infty)\); in fact, with reference to Equation 2.45

\[
\frac{d}{dt}[e^{-Qt} \cdot \lambda(t)] = \frac{1}{2} \left[ (\theta_1 e^{(a-Q)t} + \theta_2 e^{(d-Q)t})^2 \right]
\]

\[
= \frac{1}{2} \left[ (\theta_1 e^{(a-Q)t} - \theta_2 e^{(d-Q)t})^2 \right] / 4
\]

\[
+ (1-\theta_1)(1-\theta_2) e^{[(b-Q)+(c-Q)].t}^{-1/2}
\]

\[
\cdot \{[[\theta_1 e^{(a-Q)t} - \theta_2 e^{(d-Q)t}] \cdot \frac{\theta_1 e^{(a-Q)t} - \theta_2 e^{(d-Q)t}}{2} = \}
\]

\[
+ (1-\theta_1)(1-\theta_2)[(b-Q)+(c-Q)] e^{[(b-Q)+(c-Q)].t} \}
\]

(2.46)
c) \[ [e^{-\Omega t}] \lambda_1(t) \] has a negative derivative at \( t = 0 \)

since Equation 2.46 reduces to

\[
\frac{d}{dt}[e^{-\Omega t} \cdot \lambda_1(t)]|_{t=0} = \left[ \Theta_1(a-\Omega) + \Theta_2(d-\Omega) \right]/2
\]

\[
+ \frac{1}{2} \left\{ \left[ \Theta_1 - \Theta_2 \right]^2/4 + (1-\Theta_1)(1-\Theta_2) \right\}^{1/2}
\]

\[
\times \left[ \Theta_1(a-\Omega) - \Theta_2(d-\Omega) \right]
\]

\[
+ (1-\Theta_1)(1-\Theta_2)[(b-\Omega)+(c-\Omega)]
\]

\[= \left[ \Theta_1(a-\Omega) + \Theta_2(d-\Omega) \right]/2 + \frac{1}{2[(1-\Theta_1)+(1-\Theta_2)]}
\]

\[
\times \left\{ (\Theta_1-\Theta_2)[\Theta_1(a-\Omega) - \Theta_2(d-\Omega)]
\right\}
\]

\[
+ 2(1-\Theta_1)(1-\Theta_2)[(b-\Omega)+(c-\Omega)]
\]

\[= \frac{1}{(1-\Theta_1)+(1-\Theta_2)}\left\{ a_1 \Theta_1(1-\Theta_2)+(b+c)(1-\Theta_1)(1-\Theta_2)
\right\}
\]

\[+ 2\Theta_2(1-\Theta_1) - Q[\Theta_1(1-\Theta_2)+\Theta_2(1-\Theta_1)+2(1-\Theta_1)(1-\Theta_2)]\]

\[= m - Q \quad (2.47)\]

which is a negative quantity in view of condition 2.36.

d) It is also noted that \( e^{-\Omega t}\lambda_1(t) \) tends to \( \infty \) as \( t \) goes to infinity under inequality 2.36, in view of
Equation 2.45.

And now one can conclude:

i) $e^{-Qt\lambda_1(t)}$ is continuous, so by a), c) and d), there is a "first" $T > 0$ with

$$e^{-QT\lambda_1(T)} = 1 \quad (2.48)$$

ii) $e^{-Qt\lambda_1(t)}$ is continuous on $[0,T]$ and hence achieves its infimum,

$$\inf_{[0,T]} [e^{-Qt\lambda_1(t)}] \text{ at some } \tau, \ 0 \leq \tau \leq T \quad (2.49)$$

iii) $e^{-Qt\lambda_1(\tau)} < 1$ \quad (2.50)

by reference to i), ii), a) and c) above so that

iv) $0 < \tau < T$ \quad (2.51)

Hence, in view of iv), ii) and b),

v) \[ \frac{d}{dt}[e^{-Qt\lambda_1(t)}] = 0 \text{ at } t = \tau \quad (2.51) \]

E. The Moment Generating Function for the (2 x 2) Case

Consider a two-state Markov chain on two states 1 and 2 with primitive transition matrix
\[ M(0) = \begin{bmatrix} \theta_1 & 1-\theta_1 \\ 1-\theta_2 & \theta_2 \end{bmatrix}, \quad 0 \leq \theta_1, \theta_2 < 1; \]
\[ \theta_1, \theta_2 \text{ not both zero.} \]

(2.52)

Suppose that the initial state of the Markov chain is \( i_0 (=1 \text{ or } 2) \).

Consider a random walk with partial sums

\[ S^*_{i_0,n} = \sum_{v=1}^{n} Z_v \quad (2.53) \]

defined on the Markov chain, with the \( v \)'th step \( Z_v \) is the real number \( \alpha, \beta, \gamma \text{ or } \delta \) depending on whether the \( v \)'th transition of the Markov chain is \( 1 \rightarrow 1, 1 \rightarrow 2, 2 \rightarrow 1 \text{ or } 2 \rightarrow 2 \).

It is verified by direct computation that the moment generating function of \( S^*_{i_0,n} \) is given by

\[ \psi_n(t) = I_0[M(t)]^n J; \quad t \text{ real} \quad (2.54) \]

where \( I_0 \) is a 1x2 vector with unity at \( i_0 \) and zero elsewhere, where \( J \) is a 2x1 vector of one's and where the matrix \( M(t) \) is given by

\[ M(t) = \begin{bmatrix} \theta_1 e^{\alpha t} & (1-\theta_1) e^{\beta t} \\ (1-\theta_2) e^{\gamma t} & \theta_2 e^{\delta t} \end{bmatrix} \quad (2.55) \]
Such expressions for the moment-generating functions of Markov chain-related random walks seem to have appeared first in Montroll (1947).

Since $M(0)$ is primitive by assumption, so will be $M(t)$, and one may apply the facts deduced in Section C to write $M(t)$ in the form

\[ M(t) = V(t) \Lambda(t) W(t) , \quad (2.56) \]

where $W(t)$, $\Lambda(t)$ and $V(t)$ are, respectively, the matrices $W$, $\Lambda$ and $V$ of Section C, with the substitutions

\[ A = \Theta_1 e^{\alpha t} \]
\[ B = (1-\Theta_1)e^{\beta t} \]
\[ C = (1-\Theta_2)e^{\gamma t} \]
\[ D = \Theta_2 e^{\delta t} . \quad (2.57) \]

Since $W(t) = V(t)^{-1}$ it follows, in view of Equations 2.54 and 2.56, that

\[ \psi_n(t) = I_0 V(t)[\Lambda(t)]^n W(t) J , \quad (2.58) \]

which may be written in the form

\[ \Delta(t) \cdot [\lambda_1(t)]^n \cdot \{1 + [\lambda_2(t)/\lambda_1(t)] \cdot \delta(t)\} \quad (2.59) \]
where $\lambda_1(t)$, $\lambda_2(t)$, $A(t)$ and $\delta(t)$ are analytic in $t$, $\lambda_2(t)/\lambda_1(t)$ is less than one for all $t$ and is uniformly bounded away from one in any finite $t$ interval, and where $\lambda_1(t)$ is given by the expression

$$
\lambda_1(t) = \frac{e^{at} + e^{\delta t}}{2} + \sqrt{\frac{\theta_1 e^{at} - \theta_2 e^{\delta t} + 2}{2}} + (1-\theta_1)(1-\theta_2) e^{(\beta+\gamma)t} .
$$

F. Lower Bound for the Probability of a Large Deviation

Consider the random walk of Section E, with the four possible steps denoted by $a$, $b$, $c$ and $d$ rather than by $c$, $p$, $y$, and $b$. Denote the corresponding partial sums by $\mathcal{S}_{i_0,n}$ rather than by $\mathcal{S}_{i_0,n}^*$. We are interested in the excess probability

$$
\Pr\{\mathcal{S}_{i_0,n} \geq n \cdot Q\}
$$

for some real number $Q$.

If we now equate $a$ to $(a-Q)$, $b$ to $(b-Q)$, etc., this excess probability may be written in terms of the random walk of Section E as

$$
\Pr\{\mathcal{S}_{i_0,n}^* \geq 0\} = \int_{x=0}^{\infty} dF_n(x) .
$$
where $F_n(x)$ is the cdf of $\mathcal{J}_{i_0,n}^*$. Suppose now that

$$m < Q < \max(a,b,c,d)$$

where

$$m = \left\{ \begin{array}{l}
\frac{(1-\theta_1)}{(1-\theta_1)+(1-\theta_2)} \left[ \theta_1 a + (1-\theta_1) b \right] \\
+ \frac{(1-\theta_1)}{(1-\theta_1)+(1-\theta_2)} \left[ (1-\theta_2) c + \theta_2 d \right]
\end{array} \right. \tag{2.64}$$

Then in view of the theorem of Section D, there exists a real number $\tau$, $0 < \tau < +\infty$, such that

1. $\lambda_t(\tau) < 1 \tag{2.65}$
2. $\lambda_t(\tau) = 0 \tag{2.66}$

where $\lambda_t(t)$ is the function (2.60), with $a-Q$ substituted for $a$, $b-Q$ for $\beta$, etc., i.e., the function (2.45) of Section D.

Using this $\tau$, define a new cdf $G_n(x)$ by

$$dG_n(x) = \exp(\tau x)dF_n(x)/\psi_n(\tau) \tag{2.67}$$

where as defined in Section E, $\psi_n(t)$ is the moment-generating function of $\mathcal{J}_{i_0,n}^* = \mathcal{J}_{i_0,n} - nQ$. Then in analogy to the development in Bahadur and Rao (1960) and Chanda (1972),
\[
\Pr\{\int_{i_0}^{n} \geq n \Omega \} / \psi_n(\tau) = \Pr\{\int_{i_0}^{*} \geq 0 \} / \psi_n(\tau)
\]

\[
= \int_{x=0}^{\infty} dF_n(x) / \psi_n(\tau)
\]

\[
= \int_{x=0}^{\infty} \exp(-\tau x) dG_n(x)
\]

\[
= \int_{y=0}^{\infty} \exp(-\tau \sqrt{n} y) dG_n(\sqrt{n} y)
\]

\[
= \left. e^{-\sqrt{n} \tau y} G_n(\sqrt{n} y) \right|_{y=0}^{\infty} - \int_{y=0}^{\infty} (-\sqrt{n} \tau) e^{-\sqrt{n} \tau y} G_n(\sqrt{n} y) \, dy
\]

\[
= G_n(0) + \int_{y=0}^{\infty} \sqrt{n} \tau e^{-\sqrt{n} \tau y} G_n(\sqrt{n} y) \, dy
\]

\[
= \sqrt{n} \tau \int_{y=0}^{\infty} e^{-\sqrt{n} \tau y} [G_n(\sqrt{n} y) - G_n(0)] \, dy
\]

\[
\geq \sqrt{n} \tau \int_{y=\varepsilon}^{\infty} e^{-\sqrt{n} \tau y} [G_n(\sqrt{n} y) - G_n(0)] \, dy
\]
\[
\sqrt{n}t \cdot [G_n(\sqrt{n}\varepsilon) - G_n(0)] \cdot \int_{y=\varepsilon}^{\infty} e^{-\sqrt{n}ty} dy
\]

\[
= [G_n(\sqrt{n}\varepsilon) - G_n(0)] \cdot e^{-\sqrt{n}t\varepsilon} \cdot (2.68)
\]

Thus

\[
e^{\sqrt{n}t} \cdot \Pr\{S_{i_0,n} \geq n\alpha\} / \psi_n(\tau) \geq G_n(\sqrt{n}\varepsilon) - G_n(0) \cdot (2.69)
\]

In order to obtain the lower bound we seek, it remains for us to examine $\psi_n(\tau)$ and $G_n(\sqrt{n}\varepsilon) - G_n(0)$.

We first examine $\psi_n(\tau)$: As defined earlier $\psi_n(\tau)$ is the moment-generating function of the partial sum $S_{i_0,n}$ for the random walk with steps

- $\alpha = a-Q$
- $\beta = b-Q$
- $\gamma = c-Q$
- $\delta = d-Q$ 

(2.70)

Based on the Markov chain with transition matrix $M(0)$, starting in state $i_0$. Hence, in view of the calculations of Section E, and in particular Equation 2.59,

\[
\psi_n(\tau) = \Delta(\tau) \cdot [\lambda_1(\tau)]^n \cdot [1 + p(\tau)^n \cdot \delta(\tau)]
\]

(2.71)

where
\( \rho(\tau) = \lambda_2(\tau)/\lambda_1(\tau) < 1 \).

Moreover, in view of property (1), Equation 2.65, of \( \tau \) given earlier in this section,

\( \lambda_1(\tau) < 1 \).

We next examine \( G_n(\sqrt{n}\varepsilon) - G_n(0) \), again in analogy with the work of Bahadur and Rao (1960) and Chanda (1972). Recall the definition of \( G_n(x) \) in Equation 2.67. The moment-generating function corresponding to \( G_n(x) \) is

\[
\mathbb{E}_n(t) = \int_{-\infty}^{\infty} \exp(tx) \cdot \exp(\tau x) \cdot dF_n(x)/\psi_n(\tau)
\]

so that the moment-generating function \( \Theta_n(t) \) corresponding to the cdf \( G_n(\sqrt{n}x) \) is

\[
\psi_n(\tau+t/\sqrt{n})/\psi_n(\tau),
\]

and in view of Equation 2.71

\[
\Theta_n(t) = \frac{\Delta(\tau+t/\sqrt{n})}{\Delta(\tau)} \cdot \left[ \frac{\lambda_1(\tau+t/\sqrt{n})}{\lambda_1(\tau)} \right]^n \cdot \left[ \frac{1+\rho(\tau+t/\sqrt{n})}{1+\rho(\tau)} \right]^n \cdot \frac{\delta(\tau+t/\sqrt{n})}{\delta(\tau)}. \tag{2.74}
\]
Now since $\Delta(t)$ and $\delta(t)$ are continuous, and $\rho(t)$ is less than one for all $t$ and is uniformly bounded away from one in any finite neighborhood of $\tau$, one may write

$$\theta_n(t) = \frac{\lambda_1(\tau + t/\sqrt{n})}{\lambda_1(\tau)} \cdot \eta_n(t), \quad (2.75)$$

where as $n$ increases,

$$\eta_n(t) \to 1 \quad (2.76)$$

for any value of $t$.

As for the first factor of the expression, since $\lambda_1(t)$ is analytic one may expand $\lambda_1(t)$ around $t=\tau$, obtaining

$$\lambda_1(t + t/\sqrt{n}) = \lambda_1(\tau) + \frac{t}{\sqrt{n}} \cdot \lambda_1'(\tau) + \frac{t^2}{2n} \cdot \lambda_1'' + o_n(t) \quad (2.77)$$

where $n \cdot o_n(t)$ tends to zero as $n$ increases for all $t$.

But, in view of property (2), Equation 2.66, given earlier in this section,

$$\lambda_1'(\tau) = 0, \quad (2.78)$$

so that

$$\frac{\lambda_1(t + t/\sqrt{n})}{\lambda_1(\tau)} = 1 + \frac{t^2 \cdot \lambda_1''(\tau)}{2n\lambda_1(\tau)} + o_n(t) \quad (2.78)$$
and as $n$ increases.

$$
\frac{\lambda_1(t + \sqrt{n})}{\lambda_1(t)} n \to \exp\left[\frac{t^2 \lambda_1''(t)}{2\lambda_1(t)}\right] 
$$

(2.79)

Now if we assume that $\lambda_1''(t) > 0$, then the right-hand side is the moment generating function of the normal distribution with mean zero and variance $\frac{\lambda_1'(t)}{\lambda_1(t)}$.

So in view of Equation 2.75, 2.76 and 2.79, $\theta_n(t)$ tends with $n$ to the moment-generating function of the normal $N[0, \frac{\lambda_1'(t)}{\lambda_1(t)}]$, which implies that

$$
G_n(\sqrt{n}x) \to \mathbb{E}[x \cdot \sigma(t)] 
$$

(2.80)

where

$$
\sigma(t) = \sqrt{\frac{\lambda_1'(t)}{\lambda_1''(t)}}.
$$

One now has all the ingredients needed. Combining Equation 2.54 and 2.68 we have

$$
e^{\sqrt{n}t \epsilon} \cdot \Pr\{S_{0,n} \geq n \sigma\} \geq \Delta(t) \cdot [1 + (\rho(t))^n \cdot \delta(\epsilon)]
\frac{\sigma(t)}{\lambda_1(t)} 

\geq n \frac{G_n(\sqrt{n} \epsilon) - G_n(0)}{n^{\frac{1}{2}}} + \frac{\delta(\epsilon)}{n^{\frac{1}{2}}}.
$$

(2.81)

and using Equation 2.80 and the fact that $\rho(t) < 1$,
In other words,

\[
e^{\sqrt{n \tau \varepsilon}} \cdot \Pr\{\mathcal{L}_{10, n} \geq nQ\} / \left[\lambda_1(\tau)\right]^n
\]

eventually is not below \( B(\varepsilon) \), or

\[
e^{\sqrt{n \tau \varepsilon}} + \ln \Pr\{\mathcal{L}_{10, n} \geq nQ\} - n \ln \lambda_1(\tau)
\]

eventually is not below \( B(\varepsilon) \), or, for any \( \varepsilon \), there is a \( n(\varepsilon) \) such that

\[
\frac{1}{n} \ln \Pr\{\mathcal{L}_{10, n} \geq nQ\} \geq \lambda_1(\tau) - \varepsilon \quad \text{for all } n > n(\varepsilon)
\]

(2.83)

G. Upper Bound for the Probability

of a Large Deviation

An upper bound analogous to the lower bound derived above is readily established as well, again arguing in analogy to Bahadur and Rao (1960) and Chanda (1972):

\[
\Pr\{\mathcal{L}_{10, n} \geq nQ\} = \Pr\{\mathcal{L}_{10, n}^* \geq 0\}
\]
\[= \Pr\{\mathcal{I}_{0,n}^* \geq 0\} \]

\[= \Pr\{e_{i_0,n} \geq 1\} \]

\[\mathcal{I}_{i_0,n}^* \leq E[e_{i_0,n}]\]

\[= \psi_n(\tau) \quad . \quad (2.84)\]

The inequality follows from the fact that the expectation of a nonnegative random variable \(X\) equals the area of the region \(\Omega\) in the plane determined by

\[F_X(x) \leq y \leq 1 \quad \text{and} \quad x \geq 0 , \]

whereas \(\Pr\{X \geq 1\}\) equals the area of the subregion of \(\Omega\) determined by \(F_X(1) \leq y \leq 1\) and \(0 \leq x \leq 1\).

Hence using Equation 2.71 of the previous section, one finds that

\[\frac{\Pr\{\mathcal{I}_{i_0,n} \geq n\Omega\}}{[\lambda_1(\tau)]^n} \leq \Delta(\tau) \cdot [1 + \rho(\tau)^n \cdot \delta(\tau)] , \quad (2.85)\]

or

\[\lim_{n \to \infty} \frac{\Pr\{\mathcal{I}_{i_0,n} \geq n\Omega\}}{[\lambda_1(\tau)]^n} \leq \Delta(\tau) , \quad (2.86)\]
or for any \( \varepsilon \) there is a \( n(\varepsilon) \) such that

\[
\frac{1}{n} \ln \Pr\{ \mathcal{F}_{i_0, n} \geq nQ \} \leq \ln \lambda_1(\tau) + \varepsilon, \quad n > n(\varepsilon) . \tag{2.87}
\]

H. The Main Theorem

We recapitulate the development of this chapter in one theorem:

Theorem 2.2: Consider a two-state Markov chain with transition matrix (Equation 2.52). Consider a random walk \((n, \mathcal{F}_{i_0, n})\) defined on this Markov chain which starts at state \(i_0\) and takes steps \(a, b, c\) or \(d\) depending on which of the four possible transitions occurs. Let \(Q\) be a real number satisfying Equation 2.63 and define the function \(\lambda_1(t)\) as in Equation 2.60. Then there is a positive number \(\tau, \lambda_1(\tau) < 1\), with the following property.

If \(\lambda'_1(\tau) > 0\), then, given \(\tau\), there exists \(n(\varepsilon)\) such that, for all \(n > n(\tau)\),

\[
\ln \lambda_1(\tau) - \varepsilon \leq \frac{1}{n} \Pr\{ \mathcal{F}_{i_0, n} \geq nQ \} \leq \ln \lambda_1(\tau) + \varepsilon.
\]

In view of known analogues of Equation 2.58 for general primitive Markov kernels, for example in Harris (1964), and Debreu and Herstein (1957), we expect general versions of this theorem to hold as well.
III. ALMOST-SURE POSTERIOR CONVERGENCE AND ITS RATE

A. Introduction

This chapter explores the rate of almost-sure convergence of the posterior distribution when the decision maker uses a Bayes strategy based on a prior that puts some weight on the true state of nature $\mathcal{P}_t$. The two main assumptions are (1) that $\mathcal{P}_t$ is positive and (2) that there is a "prior" interval about unity where the Bayes strategy is state-stationary. Certain other assumptions also are made, but are verified for a certain low-dimensional case in sections C, D, and F.

The general idea is to follow the early course of the posterior by means of a result of Dubins and Savage (1965a), and to then follow its eventual "state-stationary course" by means of the material of Chapter II.

B. Setting of the Problem in the (NXXN)-Case

The model will involve:

1. A finite state space with N states 1, 2, ..., N.
2. A finite number of actions \{1, 2, ..., K\} available for the decision maker in each state.
3. A prior knowledge about the transition matrix used by the process, in the form of a finite set of (NXXN) generalized stochastic matrices $\{\mathcal{P}_1, \mathcal{P}_2, \ldots, \mathcal{P}_r, \ldots, \mathcal{P}_X, \ldots, \mathcal{P}_N\}$ together with a prior
probability distribution \{\eta_1, \eta_2, \ldots, \eta, \ldots, \eta_L\}, with \(\mathbf{P}_*\) the matrix in fact governing the process. This may be represented as follows

\[
\eta \equiv \text{Prob}\{ \mathbf{P} = \mathbf{P}_* \}
\]

and \(\sum_{\eta} \eta = 1\).

4. A \((N \times K \times N)\) reward matrix \(\mathbf{R}\).

The decision maker observes the process every time unit \(\{0, 1, 2, \ldots\}\), makes his decisions and collects rewards. This can be represented by a decision tree, with part of it shown in Diagram 3.

Let us define

\(X_t = \) The state of the system at time \(t\) (or at the beginning of period number \(t+1\))

\[X_t \in \{1, 2, \ldots, N\}\]

\[t \in \{0, 1, 2, \ldots\}\]

\(k_t = \) Decision taken at time \(t\) or at the beginning of period number \(t+1\)

\[k_t \in \{1, 2, \ldots, K\}\]

\[t \in \{0, 1, 2, \ldots\}\]
Diagram 3. Part of the decision tree for n stages

\( \Delta \) decision and reward nodes
\( \circ \) chance nodes
\( \longrightarrow \) decision made
\( \longrightarrow \) state materialized

reward \( r_{x_{n-1}} \) are collected immediately after the transition \( x_{n-1}^{X} x_{n} \)

\( x_{n-1} - x_{n} \), \( h:0,1,2,...,n \)
After \( n \) periods of times we will have a system state history

\[ x_n = \{x_0, x_1, x_2, \ldots, x_n\} . \]

The likelihood of that state history will depend on \( \mathcal{P} \) and we obtain

\[
(x_0, x_1, x_2, \ldots, x_n(\mathcal{P})) = k_0 \cdot k_1 \cdot k_t \cdot \cdots \cdot \frac{k_{n-1}}{p_{x_{n-1}, x_n}} \cdot \frac{k_t}{p_{x_t, x_{t+1}}}
\]

where

\[
\frac{x_t}{p_{x_t, x_{t+1}}}
\]

is the probability that the system is in state \( x_{t+1} \) at time \( t+1 \), given that \( \mathcal{P} \) underlies the process, and that the system is in state \( x_t \) and alternative \( k_t \) is chosen at time \( t \).

Let us also define the transition count matrix.
\[
N = \begin{pmatrix}
\begin{array}{ccc}
1 & 1 & \cdots & 1 \\
1 & 1 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 1 \\
N_1 & N_2 & \cdots & N_N
\end{array}
\end{pmatrix}
\]

- Action 1 is taken
- Action \( k \) is taken
- Action \( K \) is taken

(3.2)
where
\[ n_{ij}^k = \text{the number of transitions observed from state } i \]
\[ \text{to state } j \text{ when alternative } k \text{ is chosen in state } i. \]

Note that
\[
\sum_{k=1}^{K} \sum_{i=1}^{N} \sum_{j=1}^{N} n_{ij}^k = n.
\]

After the decision maker observes the process for \( n \) periods of time, he should be able to adjust his prior knowledge according to the resulting state history, \( (x_0, x_1, x_2, \ldots, x_n) \).

The resulting posterior knowledge is quantified by a new probability distribution \( \{ \eta_1', \eta_2', \ldots, \eta_{\star}', \ldots, \eta_L' \} \).

The object of this chapter is the study of the rate of convergence of this posterior distribution to \( \{0, 0, \ldots, 0, 1, \ldots, 0\} \) where unity occurs at position \( \star \).

The (posterior) probability distribution \( \{ \eta_1', \eta_2', \ldots, \eta_\star', \ldots, \eta_L' \} \) is given by
\[
\eta'_\ell = \frac{\eta \mathcal{L}(x_0, x_1, x_2, \ldots, x_n|\ell)}{\sum_{\text{all } \ell} \eta \mathcal{L}(x_0, x_1, x_2, \ldots, x_n|\ell)} \quad ; \ell = 1, 2, \ldots, L
\]

(3.3)

and in particular,
\[
\eta_\ast = \eta_\ast \left( x_0, x_1, x_2, \ldots, x_n / p \right) / \eta_\ast \left( x_0, x_1, x_2, \ldots, x_n / p \right)
\]
\[
+ \ldots + \eta_\ast \left( x_0, x_1, x_2, \ldots, x_n / p \right) + \ldots
\]
\[
+ \eta_\ast \left( x_0, x_1, x_2, \ldots, x_n / p \right)
\]
\[
= \eta_\ast \left( x_0, x_1, x_2, \ldots, x_n / p \right) / \eta_\ast \left( x_0, x_1, x_2, \ldots, x_n / p \right)
\]
\[
+ \ldots + \eta_\ast \left( x_0, x_1, x_2, \ldots, x_n / p \right) + \ldots
\]
\[
+ \eta_\ast \left( x_0, x_1, x_2, \ldots, x_n / p \right)
\]
\[
+ \eta_\ast \left( x_0, x_1, x_2, \ldots, x_n / p \right) / \eta_\ast \left( x_0, x_1, x_2, \ldots, x_n / p \right)
\]
\[
\equiv \eta_\ast / \left\{ \eta_\ast \left[ \begin{pmatrix} k_0 & k_{n-1} \\ p \end{pmatrix} \right] \right\} + \ldots
\]
\[
+ \eta_\ast \left[ \begin{pmatrix} k_0 & k_{n-1} \\ p \end{pmatrix} \right] + \ldots + \eta_\ast + \ldots
\]
\[
+ \eta_\ast \left[ \begin{pmatrix} k_0 & k_{n-1} \\ p \end{pmatrix} \right]
\]
\[
+ \eta_\ast \left[ \begin{pmatrix} k_0 & k_{n-1} \\ p \end{pmatrix} \right] \}
\]
\[
\equiv \eta_\ast / \left\{ \eta_\ast \left[ \begin{pmatrix} k_0 & k_{n-1} \\ p \end{pmatrix} \right] \right\} + \ldots
\]
where we have assumed \( \rho_{ij}^k > 0 \), all \( i, j, k \), and for example

\[
\begin{bmatrix}
\rho_{ij}^0 \\
\rho_{ij}^1 \\
\vdots \\
\rho_{ij}^{k_n-1}
\end{bmatrix}
\]

Now let us look at the quantity

\[
\eta \prod_{i,j,k} \left[ \frac{\rho_{ij}^k}{\rho_{ij}^0} \right] = \eta \left\{ \eta \prod_{i,j,k} \ln \left( \frac{\rho_{ij}^k}{\rho_{ij}^0} \right) \right\}
\]

where, as defined above, \( n_{ij}^k \) is the number of transitions from state \( i \) to state \( j \) under alternative \( k \).

The exponent of the quantity (2.6) can be viewed as

\[
\sum_{\alpha=1}^{n} \frac{Z_{\alpha}}{Z_{\alpha}}
\]

where the joint distribution of the \( Z_{\alpha} \) is such that the conditional distribution of any \( Z_{\alpha} \), given all previous \( Z \)'s, is one of the K.N distributions \( \psi^k_i \) given in Table 1.
Table 1. The set $\{\psi_i^k\}$

<table>
<thead>
<tr>
<th>Distribution Name</th>
<th>Domain of Distribution</th>
<th>Probabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_i^1$</td>
<td>$\ln(\frac{P}{p})<em>{ll} \equiv a</em>{1l}$</td>
<td>$^{*P}_{ll}$</td>
</tr>
<tr>
<td></td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td></td>
<td>$\ln(\frac{P}{p})<em>{lN} \equiv a</em>{1N}$</td>
<td>$^{*P}_{lN}$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$\psi_i^k$</td>
<td>$\ln(\frac{P}{p})<em>{il} \equiv a</em>{i1}$</td>
<td>$^{*P}_{il}$</td>
</tr>
<tr>
<td></td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td></td>
<td>$\ln(\frac{P}{p})<em>{iN} \equiv a</em>{iN}$</td>
<td>$^{*P}_{iN}$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>$\psi_N^K$</td>
<td>$\ln(\frac{P}{p})<em>{Nl} \equiv a</em>{Nl}$</td>
<td>$^{*P}_{Nl}$</td>
</tr>
<tr>
<td></td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td></td>
<td>$\ln(\frac{P}{p})<em>{NN} \equiv a</em>{NN}$</td>
<td>$^{*P}_{NN}$</td>
</tr>
</tbody>
</table>
By the above explanation and in reference to Table 1, the quantity
\[ \sum_{\alpha=1}^{n} Z_\alpha \]
can be looked at as the sum of \( n \) steps of a "mixed" random walk featuring a set of \((K,N)\) conditional distributions governing the steps of the walk:

\[
\psi = \begin{bmatrix}
\psi_1 \\
\vdots \\
\psi_k \\
\vdots \\
\psi_N \\
\end{bmatrix}
\]

\((N.K) \times 1\)

involving probabilities taken from \( \mathcal{P} \) and step sizes taken from the following matrix \( \mathcal{G} \):
The conditional expectation of $Z_u$, given that it is governed by the conditional distribution $\psi_i^k$, is:

$$E(Z_u | Z_a \in \psi_i^k) = \sum_{j=1}^{N} (a_{ij} \psi_{ij}^k)$$

... (3.9)
and can be shown to be negative, and so also the expectation of the sum

\[ \sum_{\alpha=1}^{n} Z_{\alpha}^{-1} \].

The proof will be left to the next section when the special case \((N=2, K=2, L=2)\), is considered.

Equation 3.5 may now be written as

\[ \eta^{*} = \frac{\eta^{*}}{\eta_{i}^{*}} \]

\[ \eta_{1}^{*} \exp(\sum_{\alpha=1}^{n} Z_{\alpha}) + \ldots + \eta_{j}^{*} \exp(\sum_{\alpha=1}^{n} Z_{\alpha}) + \ldots + \eta_{i}^{*} \ldots + \eta_{L}^{*} \exp(\sum_{\alpha=1}^{n} L Z_{\alpha}) \]

(3.10)

It can be shown that each of the sums

\[ \sum_{i=1}^{n} Z_{\alpha}^{-1} \] (3.11)

\(\forall/other than /^{*}\) will tend to \((-\infty)\) as \(n\) tends to \(\infty\), and thus

\[ \lim_{n \to \infty} \eta_{i}^{*} = 0, \quad \forall/other than /^{*}. \] (3.12)

This will also be considered below in the above special case.
C. Posterior Convergence; The Special Case \((N,K,L) = (2,2,2)\)

Consider without loss of generality the special case with \(N=2\), i.e., when the state space consists only of the two states 1 and 2; with \(K=2\), i.e., where there are two alternative actions in each state, and with \(L=2\), i.e., where there are only two generalized stochastic matrices to be considered, \(\overline{\Pi}\) and \(\overline{P}\), with corresponding prior distribution \(\eta, (1-\eta)\).

The decision maker's prior knowledge about the process is that there are two generalized matrices, \(\overline{\Pi}, \overline{P}\), of which one will be used by the process. However our analysis proceeds under the assumption that one of the two, say \(\overline{\Pi}\), underlies the process, which fact is denoted by \(\overline{P}^* = \overline{\Pi}\), in accordance with previous notation. Finally we assume that the decision maker is a Bayesian, putting prior \(\eta\) on

\[
\overline{P}^* = \overline{\Pi} = \begin{bmatrix}
\pi_{11}^1 & \pi_{12}^1 \\
\pi_{21}^1 & \pi_{22}^1 \\
\pi_{11}^2 & \pi_{12}^2 \\
\pi_{21}^2 & \pi_{22}^2 \\
\end{bmatrix}
\]

and prior \(1-\eta\) on

\[
(3.13)
\]
Again, let the state history be $x_{0,n} = (x_0, x_1, x_2, \ldots, x_n)$ and let

$$
\mathcal{P} = \begin{bmatrix}
1 & 1 \\
\pi_{11} & \pi_{12} \\
\pi_{21} & \pi_{22}
\end{bmatrix}
$$

be the corresponding transition count matrix. Then the likelihood of the sample state history can be written

$$
\mathcal{L}(x_0, x_1, x_2, \ldots, x_n) = \pi_{11}^{n_{11}} \cdot \pi_{12}^{n_{12}} \cdot \pi_{22}^{n_{22}}
$$

and

$$
\mathcal{L}(x_0, x_1, x_2, \ldots, x_n) = \pi_{11}^{n_{11}} \cdot \pi_{12}^{n_{12}} \cdot \pi_{22}^{n_{22}}
$$

and the posterior probabilities of $\Pi$ and $\mathcal{P}$ given the state
history $x_{o,n}$ are

$$
\eta' = \frac{\eta \cdot L(x_0, x_1, x_2, \ldots, x_n | \mathcal{H})}{\eta \cdot L(x_0, x_1, x_2, \ldots, x_n | \mathcal{H}) + (1-\eta) \cdot L(x_0, x_1, x_2, \ldots, x_n | \mathcal{G})}
$$

$$
= \frac{\eta \cdot \prod_{i,j,k=1}^{2} (m_{ij}^k)^{n_{ij}^k}}{\eta \cdot \prod_{i,j,k=1}^{2} (m_{ij}^k)^{n_{ij}^k} + (1-\eta) \cdot \prod_{i,j,k=1}^{2} (p_{ij}^k)^{n_{ij}^k}}
$$

$$
= \frac{\eta}{\eta + (1-\eta) \prod_{i,j,k=1}^{2} (p_{ij}^k)^{n_{ij}^k}}
$$

$$
= \frac{\eta}{\eta + (1-\eta) \exp[\sum_{i,j,k=1}^{2} \ln(p_{ij}^k) n_{ij}^k]}
$$

$$
= \frac{\eta}{\eta + (1-\eta) \exp[\sum_{\alpha=1}^{2} Z_{\alpha} n_{\alpha}]} \tag{3.16}
$$

and

$$
(1-\eta)' = 1-\eta' \tag{3.17}
$$

where, as before, the quantity

$$
\sum_{\alpha=1}^{2} Z_{\alpha}
$$
will be considered as the sum of \( n \) steps of a "mixed" random walk governed by four conditional distributions \( \psi^k_i \), with probabilities provided by the four rows of \( \Pi \), and domains (step-size domains) provided by the four rows of the step-size matrix \( \mathcal{A} \),

\[
\mathcal{A} = \begin{bmatrix}
\frac{1}{\pi_{11}} & \ln\left(\frac{1}{\pi_{12}}\right) \\
\ln\left(\frac{1}{\pi_{21}}\right) & \ln\left(\frac{1}{\pi_{22}}\right)
\end{bmatrix} \quad \begin{bmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{bmatrix}
\]

\[
\mathcal{A} = \begin{bmatrix}
\frac{1}{\pi_{11}} & \ln\left(\frac{1}{\pi_{12}}\right) \\
\ln\left(\frac{1}{\pi_{21}}\right) & \ln\left(\frac{1}{\pi_{22}}\right)
\end{bmatrix} \quad \begin{bmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{bmatrix} = (3.18)
\]

Thus, recalling earlier notation (Equation 3.9),

\[
E[Z_a/Z_{\alpha} \in \psi^{1}_i] = \sum_{j=1}^{2} \ln\left(\frac{1}{\pi_{1j}}\right) \cdot \pi_{1j}^1
\]

\[
\vdots
\]

\[
\vdots
\]

\[
\vdots
\]
\[
E[Z_a/Z_a \in \psi^2]
\]

\[
= \sum_{j=1}^{2} \ln\left(\frac{p_{2j}^2}{\pi_{2j}^2}\right) \cdot \pi_{2j}^2
\]

It may now be observed that

\[
E[Z_a/Z_a \in \psi^i] \quad , i, k=1, 2
\]

is a continuous function of \(p_{iil}^k\), attains a maximum value equal to zero when \(p_{iil}^k = \pi_{iil}^k\), and is negative otherwise.

In other words its maximum will occur when the matrices \(\mathcal{P}\) and \(\mathcal{I}\) have identical elements. The above fact, related to likelihood maximization, may be proved as follows. Let

\[
\mu_i^k = E[Z_a/Z_a \in \psi^i]
\]

\[
= \ln\left(\frac{p_{iil}^k}{\pi_{iil}^k}\right) \cdot \pi_{iil}^k + \ln\left(\frac{p_{iil}^k}{\pi_{iil}^k}\right) \cdot \pi_{iil}^k
\]

\[
= \ln\left(\frac{p_{iil}^k}{\pi_{iil}^k}\right) \cdot \pi_{iil}^k + \ln\left(\frac{1-p_{iil}^k}{1-\pi_{iil}^k}\right) \cdot (1-\pi_{iil}^k) , 0 < \pi_{iil} < 1
\]

Then, for \(0 < p_{iil} < 1\),
\[ \frac{d(\mu^k_i)}{dp^k_{il}} = \left( \frac{\pi^k_{il}}{p^k_{il}} \right) - \left( \frac{1-\pi^k_{il}}{1-p^k_{il}} \right) \]  
\[ = 0 \]  
\[ \downarrow \]  
\[ p^k_{il} = \pi^k_{il} \]  
\[ \downarrow \]  
\[ \mu^k_i = 0 \text{ at } p^k_{il} = \pi^k_{il} \]  

and

\[ \frac{d^2(\mu^k_i)}{(dp^k_i)^2} = \frac{d}{dp^k_{il}} \left( \frac{d(\mu^k_i)}{dp^k_{il}} \right) \]  
\[ = \frac{\pi^k_{il}}{p^k_{il}} \left( \frac{1-\pi^k_{il}}{1-p^k_{il}} \right) \]  
\[ = -\pi^k_{il} \cdot \frac{1}{(p^k_{il})^2} - (1-\pi^k_{il}) \cdot \frac{1}{(1-p^k_{il})^2} \]  

Thus the R.H.S. of Equation 3.20 has a unique maximum at \( p^k_{il} = \pi^k_{il} \) in the open interval \( 0 < p^k_{il} < 1 \), where in fact it is zero. Since, in addition, Equation 3.20 tends to \( -\infty \) for \( p^k_{il} \) tending to zero or one, it follows that Equation 3.20 is nonpositive in the corresponding closed interval, and zero only at \( p^k_{il} = \pi^k_{il} \). Kullback (1959) has studied general
versions of such information inequalities. Since the value $\mu_i^k$ has this characteristic then the sum

$$\sum_{\alpha=1}^{n} Z_{\alpha}$$

has a nonpositive expectation and

$$n \cdot \{\min_{i,k} \{\mu_i^k\} \} \leq E \left[ \sum_{\alpha=1}^{n} Z_{\alpha} \right] \leq n \cdot \{\max_{i,k} \{\mu_i^k\} \}. \quad (3.24)$$

D. Rate of Almost-Sure Convergence of the Posterior Distribution

Consider the "mixed" random walk

$$\sum_{\alpha=1}^{n} Z_{\alpha}$$

underlying the decision process that has been introduced in Section C. The evolution of this random walk involves not only its partial sums

$$\sum_{\alpha=1}^{n} Z_{\alpha}$$

on the real line, but also the states 1 and 2. Hence a more detailed description of the progress of the walk in the first n steps involves both the partial sum achieved, call it
and the current state, call it \( i_n \). This more detailed vector description \((S_n, i_n)\) will be of use in this section.

The purpose of this section is to show that the sum \( S_n \) tends to \((-\infty)\) almost surely as \( n \) approaches \( \infty \), and hence that the posterior \( \eta' \) tends to unity; in particular the rate of this convergence will be examined. Note that the sum \( S_n \) determines the posterior (Equation 3.16) and consequently the decision maker's choice among the available alternatives, as indicated in Equation 1.10.

As indicated in Chapter I, it will now be assumed that there is a posterior neighborhood of unity, i.e., a neighborhood \( J: [\eta'_0, 1] \) for the posterior \( \eta' \), where the Bayes policy is state stationary. This means that, whenever the posterior is in \( J \), a particular decision \( k(1) \) is called for by the Bayes strategy when the process is in state 1, and a particular decision \( k(2) \) is called for by the Bayes strategy when the process is in state 2. In view of the correspondence between the partial sum \( S_n \) and the posterior \( \eta' \) (Equation 3.16) this assumption can be reformulated as follows: there is a value \( S^* < 0 \) with the property that, given \((S_n, i_n)\) with \( S_n < S^* \), the next step \( Z_{n+1} \) materializes in accordance with one specific square transition matrix and
a corresponding conditional probability distribution. In other words, conditionally on any \((\mathcal{S}_n^t, i_n)\) with \(\mathcal{S}_n^t \leq \mathcal{S}_n^\star\), the probability of any event \(\mathcal{E}\) involving the further vector states of the random walk may be computed as if the Markov chain underlying the walk were stationary (indeed as if \((\mathcal{S}_n^t, i_n)\) were a stationary Markov process), as long as \(\mathcal{E}\) belongs to the event

\[
(\mathcal{S}_{n+1}^t, \mathcal{S}_{n+2}^t, \ldots \leq \mathcal{S}_n^\star) \quad .
\] (3.25)

The \((2 \times 2)\) transition matrices associated with the stationary situation mentioned above are denoted by \(\pi_s\) and \(p_s\) with corresponding posterior probabilities \(\eta'\) and \((1-\eta')\) respectively where

\[
\pi_s = \begin{bmatrix}
\pi_{k(1)}^{11} & \pi_{k(1)}^{12} \\
\pi_{k(2)}^{11} & \pi_{k(2)}^{12}
\end{bmatrix}
\] (3.26)

and

\[
p_s = \begin{bmatrix}
k(1)_{11} & k(1)_{12} \\
k(1)_{21} & k(1)_{22}
\end{bmatrix}
\] (3.27)

The corresponding step size matrix is
The main idea of the procedure adopted in this section is to exhibit a boundary $L$, composed of three segments $L_1$, $L_2$ and $L_3$ with the property that $L_n$ stays below $L$ with probability near 1. This boundary leads directly to the main theorem of the chapter which states, essentially, that with probability near 1, $\eta'$ approaches unity at an exponential rate determined by the "eventual" expected size of the steps $Z_n$.

The construction of the first part of the boundary ($L_1$) is based on a theorem of Dubins and Savage (1965a, 1965b) which is also applied in an article by Dubins and Freedman (1965). Following will be a restatement of the Dubins-Savage theorem without proof and with appropriate changes in wording to suit the present exposition.

Theorem 3.1: Let $Z_1, Z_2, \ldots, Z_n$ be a real valued stochastic process. Let $\mu_\alpha$ be the conditional expectation of $Z_\alpha$ given the past and $V_\alpha$ the conditional variance of $Z_\alpha$ given the past. Suppose that for every $\alpha$, $\mu_\alpha$ is finite almost surely. (No assumption is needed about $V_\alpha$.) Let

$$A_s \equiv [a_{ij}^{k(s)}] = \begin{bmatrix} k(1) & k(1) \\ a_{11} & a_{12} \\ k(2) & k(2) \\ a_{21} & a_{22} \end{bmatrix} = \begin{bmatrix} k(1) \\ \frac{\ln(-c(l))}{11} \\ \ln(-c(l)) \\ \ln(-c(l)) \end{bmatrix}$$

(3.28)
$a_1$, $a_2$ be positive numbers. Then the probability that, for all $n$,

$$(Z_1^+Z_2^+\ldots+Z_n^+) \leq a_1(\mu_1^+\mu_2^+\ldots+\mu_n^+) + a_2(V_1^+V_2^+\ldots+V_n^+)$$

is greater than or equal to $\frac{a_1a_2}{1+a_1a_2}$. \hspace{1cm} (3.29)

Using the notation of Section C of this chapter let

$$\bar{\mu} = \max_{i,k} \{\mu_{ik}\} \quad i=1,2; k=1,2 \hspace{1cm} (3.30)$$

be the maximum of the expectations of the conditional distributions $\psi_{ik}^k$. One may note that Equation 3.30 implies, viewing our random walk as the process of the theorem, that

$$\bar{\mu} \geq \max_{a} \{\mu_{a}\} \quad a=1,2,\ldots,n; \forall n \hspace{1cm} . (3.31)$$

Let also

$$\bar{V} = \max_{i,k} \{\text{Var}(Z_a) | Z_a \in \psi_{ik}^k\}, \quad i=1,2; k=1,2 \hspace{1cm} (3.32)$$

be the maximum of the variances of the conditional distributions $\psi_{ik}^k$. Note also that Equation 3.32 implies that

$$\bar{V} \geq \max_{a} \{V_a\} \quad a=1,2,\ldots,n; \forall n \hspace{1cm} . (3.33)$$

The inequality in Equation 3.29 then implies that

$$\Pr\{\sum_{a=1}^{n} Z_a \leq a_1 + n(\bar{\mu} + a_2 \bar{V}); \forall n\} \geq \frac{a_1a_2}{1+a_1a_2} \hspace{1cm} . (3.34)$$
Of special interest for us are choices for $a_1$ and $a_2$ such that $a_2$ is small enough that $\tilde{\mu} + a_2\tilde{v}$ is negative, and $a_1$ is large enough so that

$$\frac{a_1a_2}{1+a_1a_2}$$

is arbitrary large.

Given such values for $a_2$ and $a_1$ (i.e., $a_2$ "small enough" and $a_1$ "large enough"), the linear expression $a_1 + n(\tilde{\mu} + a_2\tilde{v})$ provides us with the portion $\mathcal{L}_1$ of our boundary, as is shown in Diagram 4.

The following remarks may be made concerning $\mathcal{L}_1$: $\mathcal{L}_1$ is by itself a possible boundary providing a rate-of-convergence upper bound arbitrarily near $\tilde{\mu}$ for $\mathcal{L}_n$, which in turn provides an exponential rate-of-convergence upper bound for $\eta'$. However we choose to utilize $\mathcal{L}_1$ only to take us through the "nonstationary" region of our random walk, relying on the further construction of the boundary portion $\mathcal{L}_3$ to provide us with a sharper rate-of-convergence upper bound.

For the construction of the next part $\mathcal{L}_2$ of $\mathcal{L}$ we consider the maximum step size $a^*$, which must be positive, of the four "stationary" steps $a^*_{ij}^{k(s)}$ discussed earlier in this section (Equation 3.28):

$$a^* = \max\{\ln(\frac{p_{11}^{(1)}}{n^{k(1)}_{11}}), \ln(\frac{p_{12}^{(1)}}{n^{k(1)}_{12}}), \ln(\frac{p_{21}^{(2)}}{n^{k(2)}_{21}}), \ln(\frac{p_{22}^{(2)}}{n^{k(2)}_{22}})\} \quad (3.35)$$
We then fix on some large number $M$, to be specified later on, and extend the linear boundary segment $L_1$ to the highest point that (1) is at least $Ma^*$ below the level $\mathcal{J}$ and (2) has an integer abscissa, see Diagram 4. The abscissa of the point $0_1$, the sampling state $n_s$, is then given by the equation

$$
\begin{align*}
  n_s = \left\lfloor \frac{\mathcal{J}^* - Ma^* - a_1}{\tilde{\mu} + a_2 \tilde{V}} \right\rfloor + 1
\end{align*}
$$

(3.36)

where $\lfloor \cdot \rfloor$ denotes "largest integer less than".

The point $0_1^* : [n_s, a_1 + n_s(\tilde{\mu} + a_2 \tilde{V})]$ actually is the "right" end point of the boundary segment $L_1$, as well as the "left" end point of the boundary segment $L_2$. The "right" end point of the segment $L_2$ will be located at the point

$$
\begin{align*}
  0_1^* : [n_s + M, a_1 + n_s(\tilde{\mu} + a_2 \tilde{V}) + Ma^*]
\end{align*}
$$

(3.37)

which according to the value of $n_s$ in Equation 3.36 will be in the stationary region, i.e., below or at the level $\mathcal{J}^*$. With the above locations of $0_1$, $0_1^*$, the boundary portion $L_2$ of $L$ will be a line segment $0_1-0_1^*$ with positive slope $a^*$ defined by the Equation 3.35. One may further notice that a random walk proceeding only by steps of magnitudes $a_{ij}^k(s)$ which starts at $0_1$ cannot reach the point $0_1^*$ unless it proceeds exclusively by $M$ steps of size $a^*$. 
Diagram 4. The boundary $\mathcal{L}: \mathcal{L}_1 - \mathcal{L}_2 - \mathcal{L}_3$
As for the third segment $L_3$, let $m$ be defined as in Equation 2.35 with the following identifications:

\begin{equation}
\begin{bmatrix}
e_1 & (1-e_1) \\
(1-e_2) & e_2
\end{bmatrix} = 
\begin{bmatrix}
\pi_{11} & \pi_{12} \\
\pi_{21} & \pi_{22}
\end{bmatrix}
\end{equation}

(3.38)

(2) The step sizes $a$, $b$, $c$ and $d$ are replaced by the elements of the matrix of Equation 3.28.

In other words let $m$ be defined by

\[
m = \frac{[1-\pi_{22}^{k(2)}]}{[1-\pi_{11}^{k(1)}] + [1-\pi_{22}^{k(2)}]} \left\{ \frac{\pi_{11}^{k(1)}}{\pi_{11}^{k(1)}} \cdot \pi_{11}^{k(1)} \right\} + \frac{\pi_{12}^{k(1)}}{\pi_{12}^{k(1)}} \cdot \pi_{12}^{k(1)} \right\} \\
+ \frac{[1-\pi_{11}^{k(1)}]}{[1-\pi_{11}^{k(1)}] + [1-\pi_{22}^{k(2)}]} \left\{ \frac{\pi_{21}^{k(2)}}{\pi_{21}^{k(2)}} \cdot \pi_{21}^{k(2)} \right\} + \frac{\pi_{22}^{k(2)}}{\pi_{22}^{k(2)}} \cdot \pi_{22}^{k(2)} \right\} 
\]

\[
(3.39)
\]

The third boundary segment $L_3$ is another linear segment, defined as follows in terms of $m$: it starts at $0_1^*$ and extends downward with a negative slope $\hat{m} = m + \varepsilon$. This segment of the boundary may be looked at as a portion of a
line given by the following equation:

\[ S_n = a_3 + n \cdot \hat{m} \quad (3.40) \]

as demonstrated in Diagram 4. One would notice that, with reference to the coordinates of the point \( O_1^* \) given in Equation 3.37 together with the equation of the line in 3.40, the value of \( a_3 \) is given by:

\[ a_3 = a_1 + n_s(\mu + a_2 \hat{v}) + Ma^* - (n_s + M) \cdot \hat{m} \quad (3.41) \]

which is greater than \( a_1 \). It is clear that this "modified" boundary \( S^* \) described by Equation 3.40 will also be an upper bound for \( S_n, V_n \) with probability near 1 if \( S \) is so.

We are now ready to estimate the probability that no partial sum \( S_n \) exceeds the boundary \( S: S_1 - S_2 - S_3 \) composed of the successive linear segments \( S_1, S_2, \) and \( S_3 \).

Let \( S_s \) be a possible value of \( S_n \) at \( n = n_s \), given that \( S_n \) has not exceeded \( S_1 \) in the previous \( n_s \) steps. Consider now the conditioning event that \((S_n, i_n) = (S_s, i_s) \) at \( n = n_s \), i.e., being at the point \( 0_s, s:1,2,... \), with coordinates \((n_s, S_s)\) while the process is in state \( i_s, i_s = 1,2 \). In keeping with remarks made earlier in this section, the probability that, during its progress beyond \((n_s, S_s)\), \( S_n \) never exceeds \( S_2 - S_3 \) may be computed or
bounded as if the stationary matrix (Equation 3.26) underlies the walk, with transition-dependent step sizes given by Equation 3.28. Under this simpler model the material of Chapter II can be brought to bear, and we may claim, for \( n > n_s \), that there exists a \( \rho < 1 \) such that

\[
\Pr\{ \mathcal{L}_{n, i_n} > \hat{m}(n-n_s) \mid (\mathcal{L}_{n, i_n}, \mathcal{L}_s, i_s) = (n-n_s) \} \leq \rho \quad \text{at } n = n_s \quad \text{.} 
\]  

(3.42)

Since the above is an excess probability for the supplementary boundary segment \( L_{i_n} \) starting at \( (n_s, \mathcal{L}_s) \) and falling off with slope \( \hat{m} \), and since \( L_{i_n} \) is below \( L_2 - L_3 \), it follows that for \( n > n_s \), also

\[
\Pr\{ \mathcal{L}_n \text{ exceeds } L_2 - L_3 \mid (\mathcal{L}_n, i_n) = (\mathcal{L}_s, i_s) \} \leq \rho \quad \text{at } n = n_s \quad \text{.} 
\]  

(3.43)

But now \( L_2 - L_3 \) was so constructed that, for \( n - n_s < M \), the left hand side of Equation 3.42 is in fact zero. Hence

\[
\Pr\{ \mathcal{L}_n \text{ exceeds } L_2 - L_3 \text{ for some } n > n_s \mid (\mathcal{L}_n, i_n) = (\mathcal{L}_s, i_s) \text{ at } n = n_s \} \leq 0 + 0 + \ldots + \rho^{M+1} + \rho^{M+2} + \ldots + \rho^{n-n_s} 
\]
Putting this bound together with the facts deduced earlier for $\mathcal{L}_1$ and conditioning on the process starting at the sure initial vector state $(0, i_0)$ we find:

$$
\Pr\{ \mathcal{L}_n \text{ does not exceed } \mathcal{L}_1 - \mathcal{L}_2 - \mathcal{L}_3 \text{ for any } n \}
= \sum \Pr\{ \mathcal{L}_n \text{ does not exceed } \mathcal{L}_1 \text{ for any } n \leq n_s \\
\text{ and } (\mathcal{L}_n, i_n) = (\mathcal{L}_s, i_s) \text{ at } n = n_s \}.
$$

$$
\Pr\{ \mathcal{L}_n \text{ does not exceed } \mathcal{L}_2 - \mathcal{L}_3 \text{ for any } n > n_s \mid \\
\mathcal{L}_n \text{ does not exceed } \mathcal{L}_1 \text{ for any } n \leq n_s \text{ and } \\
(\mathcal{L}_n, i_n) = (\mathcal{L}_s, i_s) \text{ at } n = n_s \}.
$$

Now the Markovian nature of $(\mathcal{L}_n, i_n)$ allows us to write the following:

$$
\Pr\{ \mathcal{L}_n \text{ does not exceed } \mathcal{L}_2 - \mathcal{L}_3 \text{ for any } n > n_s \mid \\
\mathcal{L}_n \text{ does not exceed } \mathcal{L}_1 \text{ for any } n \leq n_s \text{ and }
$$
\begin{equation}
(\mathcal{L}_{n}, i_n) = (\mathcal{L}_s, i_s) \text{ at } n = n_s
\end{equation}

\begin{equation}
= 1 - \Pr\{\mathcal{L}_n \text{ exceeds } \mathcal{L}_2 - \mathcal{L}_3 \text{ for some } n > n_s\}
\end{equation}

\begin{equation}
(\mathcal{L}_n, i_n) = (\mathcal{L}_s, i_s) \text{ at } n = n_s
\end{equation}

\begin{equation}
\geq [1 - \frac{\rho^M}{(1-\rho)}] \quad (3.46)
\end{equation}

in view of 3.44. Then, in view of 3.45, 3.46,

\begin{equation}
\Pr\{\mathcal{L}_n \text{ does not exceed } \mathcal{L}_1 - \mathcal{L}_2 - \mathcal{L}_3 \text{ for any } n\}
\end{equation}

\begin{equation}
\geq \Pr\{\mathcal{L}_n \text{ does not exceed } \mathcal{L}_1 \text{ for any } n \leq n_s\}
\end{equation}

\begin{equation}
\text{and } (\mathcal{L}_n, i_n) = (\mathcal{L}_s, i_s) \text{ at } n = n_s\} \cdot [1 - \frac{\rho^M}{(1-\rho)}] \quad (3.47)
\end{equation}

\begin{equation}
= [1 - \frac{\rho^M}{(1-\rho)}] \cdot \Pr\{\mathcal{L}_n \text{ does not exceed } \mathcal{L}_1 \text{ for any } n \leq n_s\}
\end{equation}

\begin{equation}
\geq [1 - \frac{\rho^M}{(1-\rho)}] \cdot \Pr\{\mathcal{L}_n \text{ does not exceed } \mathcal{L}_1 \text{ for any } n\}
\end{equation}

\begin{equation}
\geq [1 - \frac{\rho^M}{(1-\rho)}] \cdot \left[ \frac{a_1 a_2}{1 + a_1 a_2} \right] \equiv 1 - \delta \quad \text{.} \quad (3.48)
\end{equation}

Equation 3.48 implies that the partial sum $\mathcal{L}_n$ tends to
- $\infty$ as $n$ tends to $\infty$ with probability at least $(1 - \delta)$. By appropriately choosing the values of $M$, $a_1$ and $a_2$, the quantity $(1 - \delta)$ can be made as close to one as we please.

With reference to the "modified" boundary $L$ given by Equation 3.40 and illustrated in Diagram 4, a convenient summary of all the above can be provided by the following theorem:

**Theorem 3.2:** Given $\varepsilon$ and $\delta$, there exists an $A(\varepsilon, \delta)$ such that

$$
\Pr \{ \frac{L}{n} \leq n(m+\varepsilon) + A(\varepsilon, \delta), \text{ all } n \} \geq 1 - \delta . \quad (3.49)
$$

In fact $A(\varepsilon, \delta)$ is just the quantity $a_3$ of Equation 3.41 for $a_1$ and $M$ chosen sufficiently large.

**Corollary 3.1:** Suppose $\eta > 0$; given $\varepsilon$ and $\delta$ there exists $B(\varepsilon, \delta)$ such that

$$
\Pr \{ 1 - \eta_n' \leq B(\varepsilon, \delta)(e^{m+\varepsilon})^n, \text{ all } n \} \geq 1 - \delta . \quad (3.50)
$$

The corollary follows from the theorem and relation 3.16 between the posterior $\eta_n'$ and the partial sum $L_n$. 
IV. POLICY CONVERGENCE

This chapter considers a sense in which the Bayesian decision maker's total infinite-horizon reward nearly equals the total reward of the decision maker who known the true state of nature, in a sense much like that usually associated with one and two-armed bandit problems. The plan here is to combine our knowledge regarding the behavior of the posterior distribution with facts concerning the recurrence of the situation in which two decision makers find themselves in the same process state. These last facts come from the following lemma.

Lemma: Consider a Markov chain $X_n$ over a finite state space $\mathcal{N}$ composed of $N$ states, governed by a positive stochastic transition matrix. Consider as well a second process $Y_n$ on the state space $\mathcal{N}$ of the process $X_n$, such that (Assumption A) $\Pr\{X_{m+i} \neq Y_{m+i} ; i = 1, \ldots, M | Y_{m+i} = y_{m+i} ; i = 1, \ldots, M\} \leq \Pr\{X_{m+i} \neq Y_{m+i} ; i = 1, \ldots, M\}$. Then

$$\Pr\{X_n = Y_n \text{ i.o}\} = 1 \quad (4.1)$$

Proof 4.1: Let $[p_{ij}]$ denote the transition matrix $X_n$ and define

$$\varepsilon \equiv \min_{i,j} p_{ij} \quad (4.2)$$

Let $(y_{m+1}, y_{m+2}, \ldots, y_{m+M})$ be a point in the $M$-fold Cartesian
product \((\mathcal{N} \times \ldots \times \mathcal{N})\). Then it is clear that

\[
1 - \varepsilon \leq \Pr\left\{ X_{m+1} \neq y_{m+1}, X_{m+2} \neq y_{m+2}, \ldots, X_{m+M} \neq y_{m+M} \right\}
\]

(4.3)

Hence, letting \(y, Y\) and \(X\) denote the vectors \((y_{m+1}, y_{m+2}, \ldots, y_{m+M})\), \((Y_{m+1}, Y_{m+2}, \ldots, Y_{m+M})\) and \((X_{m+1}, X_{m+2}, \ldots, X_{m+M})\) respectively, one finds

\[
\Pr\{ X \neq Y \} \leq \sum_{y} \Pr\{ X \neq y \} \cdot \Pr\{ Y = y \} \leq (1-\varepsilon)^M
\]

(4.4)

Hence

\[
\Pr\{ X_{m+v} \neq Y_{m+v}; \forall v: 1, 2, \ldots \} \leq \Pr\{ X_{m+v} \neq Y_{m+v}, 1 \leq v \leq M \} \leq (1-\varepsilon)^M
\]

(4.5)

in view of Equation 4.4.

In other words, choosing \(M\) arbitrarily large, one concludes that

\[
\Pr\{ X_{m+v} = Y_{m+v}; \forall v: 1, 2, \ldots \} = 0
\]

(4.6)

or

\[
\Pr\{ X_{m+v} = Y_{m+v}; \text{some } v: 1, 2, \ldots \} = 1
\]

(4.7)

Now let us define the events \(\mathcal{E}_m\) and \(\mathcal{E}_n\) as follows

\[
\mathcal{E}_m \equiv \{ X_{m+v} = Y_{m+v}; \text{some } v: 1, 2, \ldots \}
\]

(4.8)
and
\[ E_n = \{ X_n = Y_n \} \quad (4.9) \]

Then Equation 4.7 implies that
\[ \Pr\{ \bigcap_{m=1}^{\infty} G_m \} = \Pr\{ \bigcap_{m=1}^{\infty} \bigcup_{v=1}^{\infty} E_{m+v} \} = 1 \quad (4.10) \]
or equivalently
\[ \Pr\{ E_n \text{ i.o.} \} = 1 \quad (4.11) \]

We now intend to show that, in a certain sense, a Bayesian decision-maker is as well-off in terms of total discounted rewards as a decision maker who knows the true state of nature, if the discount factor \( \beta \) is large.

Consider then the special case of a Markov decision situation with two possible states of nature, involving two possible generalized transition matrices \( \overline{\Pi} \) and \( \overline{\mathcal{P}} \), a certain discount factor \( \beta \), and a certain reward matrix \( \overline{\mathcal{R}} \).

Consider in this context a first decision-maker \( \mathcal{D}_1 \) who knows that \( \overline{\Pi} \) applies. In accordance with the work of Howard (1960), that decision maker will possess a stationary optimal policy which specifies a certain action alternative \( k(i) \) whenever in state \( i \). Accordingly the successive states \( Y_n \) that \( \mathcal{D}_1 \) occupies when acting optimally will
be generated by a Markov chain with a square transition matrix \([\pi_{ij}]\).

Consider as well a second decision maker \(D_2\), occupying successive states \(X_n\), who does not know that the true state of nature is \(\Pi\), but rather proceeds as a Bayesian optimizer using a sequential Bayes strategy with prior probabilities \(\eta\) and \((1-\eta)\) on \(\Pi\) and \(P\) respectively with \(\eta > 0\).

Suppose that the situation is such that the "state-stationary assumption" of Chapter III is satisfied. In other words suppose that there exists an interval \(I: [\eta_0, 1]\) about unity with the property that the Bayes strategy is state-stationary for \(\eta' \in I\).

We note, since \(D_1\)'s policy is in fact a Bayes policy for \(\eta=1\), that the "state-stationary assumption" in fact implies that \(D_1\) and \(D_2\) will be operating under the same state-stationary policy whenever \(D_2\)'s posterior \(\eta'\) is in \(I\), i.e., that, whenever \(\eta'\) is in \(I\), they both will be using the same policy \(k(i)\) and consequently will both be subject to state transitions in accordance with the stochastic matrix \([\pi_{ij}]\).

Hence it follows from the work of Chapter III that, if \(\Pi > 0\), then with probability 1, \(D_1\) and \(D_2\) eventually will operate under the same "state-stationary" policy \(k(i)\). At the same time, in view of the lemma at the beginning of this section, \(D_1\) and \(D_2\) will find themselves in the same
state infinity often with probability 1 under Assumption A.

Hence, putting together the two claims of the last paragraph, we conclude that, with probability 1, there will be a finite time period (or number of sampling stages) \( n^* \) with the following properties:

1. The decision makers \( \mathcal{D}_1, \mathcal{D}_2 \) find themselves in the same process state at \( n^* \).

2. From \( n^* \) onward \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \) follow the same "state-stationary" policy \( k(i) \).

These two properties of \( n^* \) can be made to reflect the near-equivalence of the two strategies in several ways. For example, suppose for purposes of illustration that \( N \) consists of only two states (i.e., \( N=2 \)) and that there are two available alternative actions in each state (i.e., \( K=2 \)). Consider a measure space \( \mathcal{M} \) whose elements are quadruple sequences

\[
\omega: X_1, Y_1, Z_1, V_1; X_2, Y_2, Z_2, V_2; X_3, Y_3, Z_3, V_3; \ldots
\]

(4.12)

of ones and twos, with probability assigned to the usual corresponding \( \sigma \)-algebra of \( \omega \)-sets assuming independence among all sequence elements, with

\[
Pr\{X_1 = 1\} = 1-Pr\{X_1 = 2\} = \pi_{11}^1
\]

\[
Pr\{Y_1 = 1\} = 1-Pr\{Y_2 = 2\} = \pi_{11}^2
\]
This measure space yields a measure space for pairs of state-histories arising under any policy pair, in particular the optimum-policy pair for the two above-mentioned decision makers $\mathcal{D}_1$ and $\mathcal{D}_2$.

In addition, this measure space of course gives correct state-history probabilities for individual policies. For example consider the policy $\mathcal{H}$ that recommends the second alternative in the first state and the first alternative in the second state. Then, assuming that the process starts in the first state, then

$$\text{Pr}_{\mathcal{H}}\{1;2;1;\ldots\}$$

$$= \text{Pr}\{\text{all } \omega \text{ leading to } (1;2;1;\ldots) \text{ under } \mathcal{H}\}$$

$$= \text{Pr}\{\text{all } \omega \text{ of the form } (\text{unspecified},2,\text{unspecified}, \text{unspecified},\text{unspecified},1,\text{unspecified}; \ldots)\}$$

$$= \text{the summation of the probabilities of all } \omega\text{'s with 2 in the second location and 1 in the seventh location}$$

$$= \pi^2_{12} \pi^1_{21} .$$
Assume how that Assumption A applies for our measure space $\mathcal{M}$. Then the $n^*$ of page 79 exists with probability 1. In other words there is an $\omega$-set of probability one all of whose members possess an $n^*(\omega)$ satisfying properties 1 and 2 on page 79. But, 1 and 2 imply in $\mathcal{M}$ that the state and decision histories for $D_1$ and $D_2$ will coincide from $n^*(\omega)$ onward. In other words there will be a set of $\omega$'s of probability 1 for which there is an $n^*(\omega)$ such that the transition rewards for $D_1$ and $D_2$ coincide from $n^*(\omega)$ onward.

Now let us make the further assumption that the rewards are bounded away from zero:

$$0 < r \leq r_{ij}^k \leq R , \quad i,j,k: 1,2 \quad (4.15)$$

where

$$R = \max_{i,j,k} r_{ij}^k$$

$$r = \min_{i,j,k} r_{ij}^k$$

Then, in view of the comments following Equation 4.14, with probability 1 there is an $n^*(\omega)$ such that
where $\mathcal{R}_1(\beta)$ is the total discounted infinite horizon reward gained by $\mathcal{D}_i$.

Finally, if we assume that $n^*$ may be chosen independently of $\beta$ for $\beta$ in some interval $(\beta_0, 1)$ near 1, we have that

$$\Pr\{ \lim_{\beta \downarrow 1^-} \frac{|\mathcal{R}_1(\beta) - \mathcal{R}_2(\beta)|}{\mathcal{R}_1(\beta)} = 0 \} = 1$$
V. SUMMARY AND SUGGESTIONS FOR FUTURE STUDY

A. Problem Structure

Considered is a system governed by a "mixed" Markov chain with uncertain transition probabilities. The system can be exclusively in one of a finite number of states, $N$, with the provision of a finite number $K$ of possible alternative actions in each state. An infinite operating time domain is considered with a discount factor $0 < \beta < 1$ such that a reward $r_{ij}^k$ received immediately after the $n$th transition, is discounted by $\beta^n$.

Two decision makers are considered; one is a Bayesian optimizer $D_1$ who considers a prior probability distribution over a finite set of generalized stochastic $(K,N \times N)$ matrices $\{P\}$ which assigns some weight to the actual matrix $P^*$ governing the process; the other decision maker $D_2$ knows the matrix $P^*$ and acts optimally accordingly.

B. Findings

A summary of the finding, about the above-described system is given below:

1. As the Bayesian decision maker $D_1$ proceeds in time, his posterior converges almost surely to a distribution degenerate at $P^*$, provided the latter is positive. The topic of large deviations of Markov chains is introduced,
and the probability that, the posterior maintains, at least a certain exponential convergence rate in a certain "state-stationary" region is thereby estimated. Based on this development, a boundary $L: L_1 - L_2 - L_3$ is constructed for a related "mixed" random walk which, under an additional assumption, provides a rate-of-convergence bound for the posterior.

The detailed analysis is carried out just for the special case $(N=2, K=2, L=2)$.

2. The total discounted reward earned by the system under the supervision of a Bayesian decision-maker is almost surely, for $\beta \to 1-$, relatively equal to that earned by another decision maker who knows $Q^*$ and acts optimally accordingly.

C. Suggestions for Future Study

The following are some suggestions for future studies. Some of these suggestions concern strengthening some of the assumptions made in this thesis; others concern extensions of this analysis which were not pursued due to time limitations.

1. Development of tighter bounds for the posterior convergence in the "state-nonstationary" phase; possibly through a study of the large deviation principle.

2. Study of the large deviation principle for Markov
chains under milder assumption about the transition matrices involved.

3. Confirming the assumption concerning the existence of a "state-stationary" phase.

4. Study of the dependency on the discount factor \( \beta \) of the posterior development.

5. Free Chapter IV of its several assumptions, possibly by changing the sense of the near equality of the total rewards to \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \).
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