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I. INTRODUCTION AND REVIEW OF LITERATURE

In recent years a considerable number of books on the design and analysis of sample surveys have been published. Examples are Deming [1950], Hansen, Hurwitz and Madow [1953], Sukhatme [1954], Yates [1949], Cochran [1963] and Kish [1965]. Characteristics of the theory presented in these books are as follows:

1) the sample population contains a finite number of elements,
2) no assumptions are made concerning the distributions of the pertinent variables in the population,
3) major emphasis is placed on the estimation of simple population parameters such as percentages, means and totals,
4) the sample sizes are assumed to be "large". This allows the sampling distributions of estimates to be approximated by normal distributions.

Sample surveys where major emphasis is placed on the estimation of population parameters, such as percentages, means or totals, have been called descriptive or enumerative surveys. An analytical survey is one where comparisons are made between different subgroups of the population. The interest of an analytic survey is the formulation or testing of hypothesis about forces at work in the population.

Simple random sampling without replacement is the base for the existing body of sample survey theory. For a number of reasons, modifications of this sampling method are often necessary. For instance, one rarely samples from a finite population without having
some prior knowledge about the population. This prior information can often be used in the sample design to increase the precision of estimators. The available techniques are stratification, post-stratification, selection with probabilities proportional to some auxiliary variable, ratio estimation and regression estimation. Since many finite populations are composed of natural clusters or groups of elements, cost considerations lead to the use of multi-stage sampling procedures.

In cases where the selection of elements is without replacement or (and) in clusters, a dependence among observations is introduced. As a result, estimators such as regression estimators require approximate procedures for evaluating their variances.

A major question in the analysis of analytical surveys concerns the conceptual view of the finite population. The finite population can be considered to be a fixed set of elements, or to be a sample from an infinite population. In discussing the latter view, Fisher [1928, p. 700] stated: "The idea of an infinite hypothetical population is, I believe, implicit in all statements involving mathematical probability."

Cochran [1939] was one of the first survey statisticians to consider the superpopulation concept. He viewed the finite population as being sampled from an infinite population with finite first and second moments, and used this concept to compare the relative precision of various sampling schemes.

In recent years, a number of studies have appeared in the survey
literature which explicitly considers the finite population to be a sample from an infinite population. J. N. K. Rao [1973] provides a bibliography of these studies. When the population displays definite "non-normal" characteristics, infinite population models have been used as a justification for estimators other than the mean, [Brewer and Ferrier, 1966; Fuller, 1970]. Also they have been used as a justification for certain sampling or estimation procedures [Royall, 1970; Kalbfleisch and Sprott, 1969] and as a basis for survey design [Ericson, 1969; Isaki, 1970].

Consider a superpopulation where the random variable of interest is $Y$. We denote the expected value and variance of $Y$ by $E_S$ and $V_S$ respectively. The subscript "S" stands for superpopulation operations.

Assume that

$$E_S(Y) = \mu$$

$$V_S(Y) = E_S(Y-\mu)^2 = \sigma^2.$$ 

First, a random sample of size $N$ is drawn from this superpopulation. Denote the selected elements by $Y_1, Y_2, \ldots, Y_N$.

Second, a simple random sample of size $n$ is drawn without replacement (W.O.R.) from the chosen population. Denote the selected sample elements by $y_1, y_2, \ldots, y_n$. 

Let the mean and variance of the finite population be $\bar{Y}$ and $S^2$ respectively, where

$$\bar{Y} = \frac{1}{N} \sum_{i=1}^{N} Y_i$$

$$S^2 = \frac{1}{N-1} \sum_{i=1}^{N} (Y_i - \bar{Y})^2,$$

and let the mean and variance of the sample be $\bar{y}$ and $s^2$ respectively, where

$$\bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i,$$

$$s^2 = \frac{1}{n-1} \sum_{i=1}^{n} (y_i - \bar{y})^2.$$

Using the symbols $E_F$ and $V_F$ to denote the expected value and variance of the sample estimate over all possible samples of size $n$ selected from the finite population,

$$E_F(\bar{y}) = \bar{Y}$$

$$V_F(\bar{y} - \bar{Y}) = (1 - \frac{n}{N}) \frac{S^2}{n}.$$

Denoting the expectation over all finite populations of $N$ elements by $E$ and the variance by $V$,
\[ E\{\overline{y}\} = E_S(E_F\overline{y}) \]
\[ = E_S(\overline{Y}) \]
\[ = \mu, \]
\[ V\{\overline{y}\} = E_S(V_F(\overline{y})) + V_S(E_F(\overline{y})) \]
\[ = E_S\left(\frac{N-n}{Nn} s^2\right) + V_S(\overline{Y}) \]
\[ = \frac{N-n}{Nn} E_S(s^2) + V_S(\overline{Y}) \]
\[ = \frac{\sigma^2}{n}. \]

When using \( \overline{y} \) to estimate the superpopulation mean \( \mu \), there is no finite population correction (f.p.c.) in the variance, but when using \( y \) to estimate the finite population mean \( \overline{Y} \), there is a finite population correction in the variance. This point has been made by Deming [1950, p. 251] and Cochran [1963, p. 37]. Cochran says, in reference to the comparison of two subpopulation means: "One point should be noted. It is seldom of scientific interest to ask whether \( \overline{Y}_j = \overline{Y}_k \) because these means would not be exactly equal in a finite population, except by a rare chance, even if the data in both domains were drawn at random from the same infinite population. Instead, we test the null hypothesis that the two domains were drawn from infinite populations having the same mean. Consequently we omit
We have introduced the conceptual problems faced by the sampler when conducting an analytical survey. When the surveys are complex there are also technical problems raised by the analytical use of data. These problems often involve ordinary regression techniques. Considering these problems, Cochran [1963] states:

The theory of linear regression plays a prominent part in statistical methodology. The standard results of this theory are not entirely suitable for sample surveys because they require the assumptions that the population regression of y on x is linear, that the residual variance of y about the regression line is constant, and that the population is infinite. If the first two assumptions are violently wrong, a linear regression estimate will probably not be used. However, in surveys in which the regression of y on x is thought to be approximately linear, it is helpful to be able to use $\overline{y}_{Lr}$ without having to assume exact linearity or constant residual variance.

Consequently we present an approach that does not demand that the regression in the population be linear. The results hold only in large samples. They are analogous to the large-sample theory for the ratio estimate.

Hartley [1959] arrives at a similar conclusion in his paper on analyses for domains of study. He says: "... Nevertheless we shall not employ regression estimators. The reason for this is not that we consider regression theory inappropriate, but that the theory for finite populations requires considerable development before it can be applied in the present situation."

Sedransk argued that analytical work with survey data should be done "by design", [Sedransk, 1965]. That is, areas and methods of analysis should be set forth before taking the survey, and the sample should be selected to conform as closely as possible to the requirements of the stated methods. Sedransk [1965] assumed that
the primary goal of an analytical survey is to compare the means of different domains of study. If \( \hat{\gamma}_i \) and \( \hat{\gamma}_j \) are the estimated means for the \( i^{th} \) and \( j^{th} \) domains, Sedransk places constraints on the variance of their difference for all \( i \) and \( j \), and searches for sample-size allocations that will minimize cost functions. A variety of different situations are considered: 1) random samples selected from each of the domains, 2) a random sample selected from the overall population, 3) two-stage cluster samples selected from each of the domains, and 4) two-stage cluster samples selected from the total population. In the second and fourth cases, Sedransk considers double sampling procedures. To satisfy constraints phrased in terms of all possible pairwise domain comparisons, approximate solutions for the sample sizes are obtained.

Of interest is Sedransk's [1965] comment: "Often the inference desired from the sample is to relate to a more 'general' population than that represented by a finite one from which the sample was physically selected. Moreover, other (unknown) persons will use the sample data to make inferences for other (finite or infinite) populations. In such situations the model to be used must represent the true population of interest as accurately as possible." Fuller [1973] had similar views: "In the regression studies of sample data falling within our personal experience, the investigator was interested in conclusions beyond the finite population actually sampled. This does not mean that the investigator could specify the population of finite populations that have been or will be generated by the "mechanism"
that generated the finite population under current study." When the investigator wishes to broadest possible inferences, he should choose a model with the potential for generalization. Fuller [1973] says:

Treating the finite population as a sample from an infinite population is one framework which provides the potential for generalization. In fact, we believe a strong case can be made for the following position: "The objective of a regression study of survey data is the construction and estimation of a linear model such that the sample data are consistent with the hypothesis that the data are a random sample from an infinite population wherein the linear model holds . . ."

Deming and Stephan [1941] consider a sample drawn from a given population as being sampled from a superpopulation, the given population in question being one of an infinity of possible populations. Hence, assuming that our data arises as a result of some underlying system subject to chance variables, it is acceptable to use the present sample for predictive purposes. For example, Fuller and Battese [1973] presented a linear regression model that was used in the analysis of data from a longitudinal regression model for Ames women. In the analysis, they concluded that the height of these women decreases as age increases. It may be of interest to know how well this model holds for women at different times and places. The following comment by Leon Truesdell (referred to by Deming and Stephan, 1941) may be helpful: "A so-called 100 percent sample from the viewpoint of scientific method is as soon taken, a sample of the past. The usefulness of such a sample is only as a basis for drawing an inference about the future and in this case the sample is but a finite sample of a potentially infinite one that might result from the cause system existing at the time the sample was taken."
Konijn [1962] introduced a regression model in which he considered estimators of the coefficients of a regression equation for the population. It was assumed that the surveyed population consisted of $M$ individuals belonging to $N$ classes. Konijn assumed that "the $M$ individuals arose as a proportionate stratified sample from an infinitely large population of individuals with similar behavior."

It was assumed that in each of the $N$ strata of the conceptual population we have the regression model

$$y_{ij} = \alpha_i + \beta_i x_{ij} + e_{ij} \quad i=1, 2, \ldots, M_i; \quad j=1, 2, \ldots, N$$

$$E(y_{ij} | x_{ij} = x_0) = \alpha_i + \beta_i x_0$$

$$E(e_{ij} | x_{ij} = x_0) = 0$$

$$E(e_{ij}^2 | x_{ij} = x_0) = \sigma_i^2.$$ 

Konijn defined a weighted average for $\alpha$ and $\beta$,

$$\alpha = \frac{1}{\sum_{i=1}^{N} M_i} \left[ \sum_{i=1}^{N} M_i \alpha_i \right]$$

$$\beta = \frac{1}{\sum_{i=1}^{N} M_i} \left[ \sum_{i=1}^{N} \beta_i \right].$$

Konijn felt that if the $\beta_i$ differed very much from each other as compared to $\sigma_i^2$, there was little point in estimating $\beta$. A simple random sample of size $n$ is drawn without replacement from the $N$
clusters. From each selected cluster $i$ of size $M_i$, a subsample of size $m_i$ is drawn using random sampling without replacement. Konijn suggested the unbiased estimators of $\alpha$ and $\beta$,

$$\hat{\alpha} = \left[ \frac{1}{N} \sum_{i=1}^{N} M_i \right]^{-1} \left[ \frac{1}{n} \sum_{i=1}^{n} M_i \hat{\alpha}_i \right]$$

$$\hat{\beta} = \left[ \frac{1}{N} \sum_{i=1}^{N} M_i \right]^{-1} \left[ \frac{1}{n} \sum_{i=1}^{n} M_i \hat{\beta}_i \right]$$

where

$$\sigma_i = \bar{y}_{i*} - \hat{\beta}_i \bar{x}_{i*}.$$
where

\[ F_i^2 = E_i \left[ \frac{1}{m_i} \sum_{j=1}^{\infty} (x_{ij} - \bar{x}_i)^2 \right] \]

\[ E_i = \text{conditional variance given strata } i \]

\[ k_i = \left[ \frac{n}{N} \right]^{-1} M_i . \]

Konijn constructed an unbiased estimator of \( V(\hat{\beta}) \) given by

\[ V(\hat{\beta}) = \frac{n}{N} \left[ \sum_{i=1}^{m_i} \frac{\hat{\sigma}^2_i k_i}{m_i} + \frac{N-n}{N-1} \sum_{i=1}^{m_i} \left( \hat{\beta}_i k_i - \frac{\hat{\beta}}{n} \right)^2 \right] \]

where

\[ \hat{\sigma}^2 = \frac{1}{m_i \cdot s^2} \sum_{j=1}^{m_i} \left( y_{ij} - \bar{y}_i \right)^2 - \hat{\beta}_i \left( x_{ij} - \bar{x}_i \right) y_{ij} . \]

The variance of \( \hat{\beta} \) may be interpreted as the sum a term associated with the variability of \( \hat{\beta}_i \) as an estimator of \( \beta_i \) and a term due to the sampling variability of the chosen \( \beta_i \)'s.

Frankel [1971] conducted an empirical investigation on data collected by the U.S. Bureau of the Census in the March 1967 Current Population Survey. This monthly survey has a stratified cluster-sample design. Frankel studied the empirical behavior of estimators
for means, correlation coefficients, multiple correlation coefficients and partial correlation coefficients.

Frankel considered the estimation of regression-type parameters defined by

$$B = (X_N' X_N)^{-1} X_N' Y_N$$

where $N$ denotes the number of units in the surveyed population; $X_N$ denotes the $(N \times p)$ matrix of observations on $p$-independent variables for all units of the population; and $Y_N$ denotes the $(N \times 1)$ vector of observations on the dependent variable of interest.

Frankel investigated the properties of the estimator

$$b = (X_n' X_n)^{-1} X_n' Y_n$$

where $n$ denotes the number of units selected in the sample; $X_n$ denotes the $(n \times p)$ matrix of observations on the $p$ independent variables for the sampled units; and $Y_n$ denotes the $(n \times 1)$ vector of observations on the dependent variable of interest. The estimates of variance for his estimators were computed using Taylor expansions in terms of population moments, balanced repeated replication (B.R.R.) and jack-knife repeated replication (J.R.R.).

From his Monte-Carlo study, Frankel concluded that for each parameter of interest;

A. The sample estimator is approximately unbiased for the population parameter.
B. An approximately unbiased estimator of the variance of the sample estimator is computable from the sample.

C. The distribution of the ratio of the sample estimator minus its expected value to its estimated standard error is approximated by the Student-t-distribution.

It should be noted that Frankel defined the regression estimates in terms of the finite population values.
II. SOME LARGE SAMPLE THEORY

In this chapter, we shall review the concepts of relative magnitude or order. These concepts were introduced by Mann and Wald [1943] and generalized by Chernoff [1956]. These concepts are useful in investigating the limiting behavior of random variables.

The definitions and theorems are presented as in Fuller [1972].

A. Order in Probability

Let \{a_n\} be a sequence of real numbers and \{r_n\} a sequence of positive real numbers.

**Definition 2.A.1**

We say \( a_n \) is of order \( o(r_n) \),

\[ a_n = o(r_n) \]

if

\[ \lim_{n \to \infty} \frac{a_n}{r_n} = 0. \]

**Definition 2.A.2**

We say \( a_n \) is of order \( O(r_n) \),

\[ a_n = O(r_n) \]

if for some finite real number \( M \)
\[ \frac{|a_n|}{r_n} \leq M \]

for all \( n \).

**Definition 2.A.3**

The sequence of random variables \( \{X_n\} \) converges in probability to the random variable \( X \) and we write

\[ \text{plim} \ X_n = X \]

or

\[ X_n \xrightarrow{p} X, \]

if for every \( \varepsilon > 0 \) and \( \delta > 0 \), there exists an \( N \) such that for \( n > N \)

\[ P \{|X_n - X| > \varepsilon\} < \delta. \]

We now define order in probability.

**Definition 2.A.4**

Let \( \{X_n\} \) be a sequence of random variables and \( \{r_n\} \) a sequence of positive real numbers. We say that \( X_n \) is of probability \( O_p(r_n) \) and write

\[ X_n = O_p(r_n) \]

if for every \( \varepsilon > 0 \) there exists a positive real number \( M_\varepsilon \) and an \( N_\varepsilon \) such that
Theorem 2.A.1

Let \( \{X_n^j\} \) be a sequence of \( k \)-dimensional random variables with element \( X_n^j \), \( j = 1, 2, \ldots, k \) and \( g_n(X_n) \) be a sequence of measurable functions. Let \( \{s_n\} \) and \( \{r_{jn}\} \) be \( k+1 \) sequences of positive numbers. If

\[
X_n^j = O_p(r_n^j) \quad j = 1, 2, \ldots, t
\]

\[
X_n^j = o_p(r_n^j) \quad j = t+1, t+2, \ldots, k
\]

and if for any nonrandom sequence \( \{a_n\} \) such that

\[
g_n(a_n) = o(s_n)
\]

whenever
\[ a_n^{(j)} = o(r_n^{(j)}) \quad j=1, 2, \ldots, t \]
\[ a_n^{(j)} = o(r_n^{(j)}) \quad j=t+1, \ldots, k \]

then

\[ g_n(x_n) = O_p(a_n) \]

Proof:
(See Fuller [1972].)

**Corollary 2.A.1**

If \( \{X_n\} \) is a sequence of scalar random variables and

\[ x_n = a + o_p(r_n) \]

where \( r_n \to 0 \) and if \( g(x) \) is a function with a continuous derivative at \( x=a \), then

\[ g(x_n) = g(a) + \sum_{j=1}^{s-1} \frac{1}{j!} g^{(j)}(a)(x_n-a)^j + o_p(r_n^s) \]

where \( g^{(s)}(a) \) is the \( s \)th derivative of \( g(x) \) evaluated at \( x=a \).

If \( o_p(r_n) \) is replaced by \( O_p(r_n) \), \( o_p(r_n^s) \) is correspondingly replaced by \( O_p(r_n^s) \).

Proof:
(See Fuller [1972].)
Using the definitions and properties of limits, it is easily shown that

i) If \( a_n = o(f_n) \) and \( b_n = o(g_n) \)

then

\[ \frac{a_n b_n}{n} = o(f_n g_n) \]

\[ (a_n + b_n) = o\{\text{Max}(f_n, g_n)\} \]

ii) If \( a_n = O(f_n) \) and \( b_n = O(g_n) \)

then

\[ \frac{a_n b_n}{n} = O(f_n g_n) \]

Now, if we have sequences of random variables \( \{X_n\} \) and \( \{Y_n\} \) such that

\[ X_n = o_p(f_n) \quad \text{and} \quad Y_n = o_p(g_n), \]

it follows by Theorem 2.A.1 that

\[ \frac{X_n Y_n}{n} = o_p(f_n g_n) \]

\[ (X_n + Y_n) = o_p[\text{Max}(f_n, g_n)] \]

We now state the Tchebychef inequality.
Theorem 2.A.2

If $X$ is a random variable with finite variance and distribution function $F(x)$, then for every $\varepsilon > 0$ and finite $A$

$$P(|X-A| \geq \varepsilon) \leq \frac{E(X-A)^2}{\varepsilon^2}.$$ 

Proof:
(See Fuller [1972].)

Corollary 2.A.2

Given the sequence of random variables $\{X_n\}$ satisfying

$$E[X_n^2] = o(a_n^2)$$

then

$$X_n = O_p(a_n).$$

Proof:
(See Fuller [1972].)

Corollary 2.A.3

Given $s > 0$ and the sequence of random variables $\{X_n\}$ satisfying

$$E[(X_n - E(X_n))^2] = O(a_n^2)$$

$$E[X_n] = o(a_n)$$
then

$$X_n^s = O_p(a_n^s).$$

**Proof:**

(See Fuller [1972].)

**Lemma 2.1.1**

If $X$ and $Y$ are $k$-dimensional random variables then for every $\varepsilon > 0$

$$P(|X - Y| \leq \varepsilon) \leq P(|X| \geq \frac{\varepsilon}{2}) + P(|Y| \geq \frac{\varepsilon}{2}).$$

**Proof:**

(See Fuller [1972].)

**Theorem 2.1.3**

If the sequence $X_n$ and $Y_n$ is such that

$$\lim_{n \to \infty} E[(X_n - Y_n)^2] = 0$$

$$\text{plim } X_n = Y$$

then

$$\text{plim } Y_n = Y.$$

**Proof:**

(See Fuller [1972].)
Corollary 2.A.4

If the sequence of random variables $X_n$ is such that

$$\lim_{n \to \infty} E(X_n) = \mu$$

$$\lim_{n \to \infty} E[(X_n - E(X_n))^2] = 0$$

then

$$\text{plim} \ X_n = \mu.$$  

Proof:

(See Fuller [1972].)

Theorem 2.A.4

If $g: \mathbb{R}^{k_1} \to \mathbb{R}^{k_2}$ (where $\mathbb{R}^{k_1}$ and $\mathbb{R}^{k_2}$ denote Euclidean $k_1$ and $k_2$ dimensional spaces respectively) is a continuous function and $X_n \overset{p}{\to} X$ where $X_n$ is a $k_1$ dimensional vector, then

$$g(X_n) \overset{p}{\to} g(X)$$

where $g(X_n)$ is $k_2$ dimensional.

Proof:

Let $\varepsilon_1 > 0$ and $\varepsilon_2 > 0$ be given. Let $A$ be a finite closed $k_1$ dimensional rectangle such that $P(X \in A) \geq 1 - \frac{\varepsilon_2}{2}$. $g$ continuous on its domain implies $g$ is uniformly continuous on $A$. Let $d[X_n, X]$
denote the distance between the points $X_n$ and $X$ in $\mathbb{R}^k$, and let $d[g(X_n), g(X)]$ denote the distance between the points $g(X_n)$ and $g(X)$ in $\mathbb{R}^k$.

Then, there exists $\delta > 0$ such that $X \in A$ and $d[X_n, X] < \delta$ and $d[g(X_n), g(X)] < \epsilon_1$. Therefore

$$P(d[g(X_n), g(X)] \geq \epsilon_1) \leq P(X \notin A) + P(d[X_n, X] \geq \delta)$$

$$\leq \frac{\epsilon_2}{2} + P(d[X_n, X] \geq \delta).$$

Since $\operatorname{plim} X_n = X$, there exists an $N$ such that, for $n \geq N$

$$P(d[X_n, X] \geq \delta) \leq \frac{\epsilon_2}{2}.$$

The theorem therefore follows. //

**B. Convergence in Distribution**

**Definition 2.B.1**

Given $\{X_n\}$ a sequence of random variables with distribution functions $\{F_n\}$. $X_n$ is said to converge in distribution to the random variable $X$ with distribution function $F$, denoted by

$$X_n \xrightarrow{L} X$$

if $\lim_{n \to \infty} F_n = F$

at every continuity point of $F$. 
Theorem 2.B.1

If \( \operatorname{plim} |X_n - Y_n| = 0 \)

\[ X_n \xrightarrow{L} X \]

then

\[ Y_n \xrightarrow{L} X. \]

Proof:

(See Fuller [1972].)

Corollary 2.B.2

If \( \operatorname{plim} X_n = X \)

then

\[ X_n \xrightarrow{L} X. \]

That is, convergence in probability implies convergence in distribution.

Proof:

(See Fuller [1972].)

Corollary 2.B.3

If \( g(X) \) is a continuous function except on a set \( D \) where

\[ P(X \in D) = 0 \]
and

\[ \text{plim } X_n = X \]

then

\[ g(X_n) \xrightarrow{L} g(X). \]

Proof:

(See Fuller [1972].)

**Theorem 2.B.2**

Let \( \{X_n\} \) be a sequence of random variables such that \( F_n \) is the distribution function of \( X_n \) and let \( X \) be a random variable with distribution function \( F \).

If \( F_n \xrightarrow{} F \) then

\[ \int gdF_n \xrightarrow{} \int gdF \]

for every bounded continuous function \( g \).

Proof:

(See Rao [1965], page 97.)

**Theorem 2.B.3**

Let \( \{X_{1n}\}, \{X_{2n}\}, \ldots \) be sequences of random variables converging in probability to the constraints \( c_1, c_2, \ldots \) respectively and let \( g(X_{1n}, X_{2n}, \ldots) \) be any rational function. Then
$$g(x_{1n}, x_{2n}, \ldots) \xrightarrow{P} g(c_1, c_2, \ldots)$$

if $$g(c_1, c_2, \ldots) < \infty$$.

Proof:

(See Cramér [1946], page 255.)

C. Some Central Limit Theorems

Theorem 2.C.1 (Multivariate Central Limit Theorem)

Let $$F_n$$ denote the joint distribution function of the $$k$$ dimensional random variable $$(X_{1n}, X_{2n}, X_{kn})$$, $$n=1, 2, \ldots$$. Let $$F$$ be the joint distribution function of the $$k$$ dimensional random variable $$(X_1, X_2, \ldots, X_k)$$. Let $$F_{\lambda n}$$ be the d.f. of the linear function

$$\sum_{i=1}^{k} \lambda_i X_{in}$$

Then the necessary and sufficient condition that

$$F_n \xrightarrow{} F$$

is that $$F_{\lambda n} \xrightarrow{} F_{\lambda}$$, for each arbitrary vector $$(\lambda_1, \lambda_2, \ldots, \lambda_k)$$. 

Proof:

(See Rao [1965], page 108.)
**Theorem 2.C.2** (Liapounov Central Limit Theorem)

Let \( \{X_n\} \) be a sequence of independent random variables, with finite \((2+\delta)^{th}\) moments, for some \(\delta > 0\). If

\[
\lim_{n \to \infty} \frac{1}{s_n^{2+\delta}} \sum_{i=1}^{n} \mathbb{E}[(X_i - \mu_i)^{2+\delta}] = 0
\]

where

\[
s_n^2 = \sum_{i=1}^{n} \sigma_i^2
\]

\[
\sigma_i^2 = \mathbb{E}(X_i - \mu_i)^2
\]

\[
\mu_i = \mathbb{E}(X_i)
\]

then

\[
\sum_{i=1}^{n} \left( \frac{X_i - \mu_i}{s_n} \right) \xrightarrow{L} \mathcal{N}(0,1).
\]

**Proof:**

(See Breiman [1968].)

**D. Approximation to the Expectation**

A random variable \(X_n\), may converge in probability and hence in distribution to a random variable \(X\), the latter possessing finite moments even though \(\mathbb{E}[X_n]\) is not defined. On the other hand, it may be known that \(X_n\) has finite moments of order \(r\), and
be interested in approximating the sequence defined by $E[X_n]$. DeGracie and Fuller [1972] give the necessary conditions to specify that the expectation of the random variable differs from a specified sequence by an amount of specified order.

Theorem 2.0.1 (DeGracie-Fuller)

Let $\{X_n\}$ be a sequence of $k$ dimensional random variables with distribution function $F_n(x)$ and let $\{f_n(x)\}$ be a sequence of functions mapping $\mathbb{R}^k$ into $\mathbb{R}$. If

i) $\int |x - \mu|^2 dF_n(x) = o(a_n^2)$ where $a_n = o(1)$

ii) $\int |f_n(x)|^2 dF_n(x) = O(1)$

iii) $\frac{\partial^s}{\partial x_{i_1} \partial x_{i_2} \cdots \partial x_{i_s}} f_n(x)$ is continuous over a closed and bounded sphere $S$ for all $n > N_0$

iv) $\mu$ is an interior point of $S$

v) There is a $K$ such that for every $n > N$

$$\left| \frac{\partial^2}{\partial x_{i_1} \partial x_{i_2} \cdots \partial x_{i_s}} f_n(x) \right| \leq K$$

for all $x \in S$
\[
\frac{\partial^r}{\partial x_{i_1} \partial x_{i_2} \cdots \partial x_{i_r}} f_n(\mu) \leq K \quad \text{for } r = 1, 2, \ldots, s-1
\]

\[|f_n(\mu)| \leq K\]

then

\[
\int f_n(x) dF_n(x) = f_n(\mu) + \sum_{j=1}^{s-1} \frac{1}{j!} \int D^j f_n(\mu)(x-\mu)^j dF_n(x)
\]

\[+ O(a_n^s)\]

where

\[
D^r f_n(\mu)(x-u)^r = \sum_{i_1=1}^k \sum_{i_2=1}^k \cdots \sum_{i_r=1}^k \frac{\partial^r}{\partial x_{i_1} \partial x_{i_2} \cdots \partial x_{i_r}} f_n(\mu)
\]

\[
\cdot \prod_{j=1}^r (x_{i_j} - \mu_{i_j})
\]

and for \(s=1\) it is understood that

\[
\int f_n(x) dF_n(x) = f_n(\mu) + O(a_n)
\]

Proof:

(See Fuller [1972].)
**Theorem 2.D.2** (DeGracie-Fuller)

Let $f_n(x)$ be a sequence of real valued functions and $\{X_n\}$ a sequence of $k$-dimensional random variables with distribution functions $F_n(x)$. If

1. $|f_n(x)| \leq K$ for $x \in S$ where $S$ is a bounded open set containing $\mu$,
2. $|f_n(x)|^2 \leq Y(x)n^p$ for some $p > 0$ where
   
   $$
   |Y(x)|^2 dF_n(x) = O(1)
   $$
3. $\int |x-\mu|^{4p} dF_n(x) = O(n^{-2p})$

then

$$
\int |f_n(x)|^2 dF_n(x) = O(1)
$$

**Proof:**

(See Fuller [1972].)
III. FOUR APPROACHES TO THE LIMITING DISTRIBUTIONS IN SIMPLE RANDOM SAMPLING FROM A FINITE POPULATION: APPLICATIONS TO REGRESSION

In this chapter, we will discuss four approaches for obtaining the limiting distribution of the sample mean, based on a simple without replacement sample selected from a finite population. To study the asymptotic properties of the sample mean, a sequence of populations must be considered. The approaches considered are: Madow's [1948] Condition W, Erdős-Rényi's [1959] Condition, Hájek's [1960] Condition and the superpopulation model. We generalize the study of limiting distribution of sample means to the study of limiting distribution of regression coefficients.

A. Madow's Condition W

Madow [1948] considered the limiting distribution of the sample mean for a sample selected without replacement from a finite universe. He proved that the limiting distribution of $n^{1/2}(\bar{y}_n - \bar{Y}_N)$, where $\bar{y}_n$ is the sample mean and $\bar{Y}_N$ is the population mean is normal provided:

i) as the size of the universe increases, the higher moments do not increase too rapidly relative to the variance, and

ii) for sufficiently large sample and population sizes, the ratio of sample size to population size is bounded away from 1.
Madow defined a sequence of universes $\phi_1$, $\phi_2$, $\ldots$, $\phi_r$, $\ldots$, $\phi_r$ containing $N_r$ elements, $\{Y_{ri}\}$, $i=1, 2, \ldots, N_r$. A simple random sample of size $n_r$ is drawn without replacement from $\phi_r$: the selected elements are denoted by $\{y_{ri}\}$, $i=1, 2, \ldots, n_r$.

The linear function

$$z_{n_r} = n_r^{-1/2} \left[ \sum_{i=1}^{n_r} (y_{ri} - \bar{Y}_{N_r}) \right]$$

where

$$\bar{Y}_{N_r} = \frac{1}{N_r} \sum_{i=1}^{N_r} Y_{ri}$$

is of interest.

The sampling variance of $z_{n_r}$, $\sigma^2_{z_{n_r}}$, is

$$\sigma^2_{z_{n_r}} = \frac{N_r}{N_r-1} \left(1 - \frac{n_r}{N_r}\right) \mu_{2N_r},$$

where

$$\mu_{kN_r} = \frac{1}{N_r} \sum_{i=1}^{N_r} (Y_{ri} - \bar{Y}_{N_r})^k$$

$k=1, 2, \ldots$. We will also use the symbol $\sigma^2_{Y_r}$ for $\mu_{2N_r}$.

Madow assumed the following for the sequence of universes $\phi_1$, $\phi_2$, $\ldots$, $\phi_r$, $\ldots$. 
Condition W

For sufficiently large \( n_r \) and \( N_r \),

i) \( \frac{n_r}{N_r} < 1 - \varepsilon \), where \( \varepsilon > 0 \)

and

ii) there exists a finite value \( \lambda \), such that for all \( k \),

\[ |\lambda_k(n_r)| < \lambda, \]

where

\[ \lambda_k(n_r) = \frac{\mu_{kn_r}}{\left(\mu_{2n_r}\right)^{k/2}}. \]

Condition W is sufficient to prove the following theorem.

Theorem 3.A.1 (Madow)

If the sequence \( \phi_r \) satisfies Condition W and a simple random sample of size \( n_r \) is selected without replacement from \( \phi_r \), then for all \( t \)

\[ \lim_{n_r \to \infty} P[Z_{n_r} < t] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{t} e^{-\frac{w^2}{2}} \, dw \]

where
\[ Z_n^r = \frac{z_n^r}{(\sigma^2_{z_n^r})^{\frac{1}{2}}} \quad (3.4.1) \]

and \( z_n^r \) was defined in (3.1.1). Madow extended Theorem (3.1.1) to samples selected from multivariate populations.

**Theorem 3.2.1 (Madow)**

Suppose that the elements of \( \phi_r \) are \( p \)-component vectors

\[ Y_{ri} = (Y_{ri1}, Y_{ri2}, \ldots, Y_{rip}), i=1, 2, \ldots, N_r. \]

Assume that Condition \( W \) is satisfied for each component of this vector.

As before, let

\[ z_n^r_{ij} = n_{i}^{\frac{1}{2}} \sum_{i=1}^{n_r} (Y_{rij} - \overline{Y}_{N_r j}^r) \quad j=1, 2, \ldots, p \quad (3.5.1) \]

where \( Y_{rij} \) is the \( i \)th sample element and

\[ \overline{Y}_{N_r j}^r = \frac{1}{N_r} \sum_{i=1}^{N_r} Y_{rij}. \quad (3.6.1) \]

Define

\[ Z_n^r_{ij} = \frac{z_n^r_{ij}}{(\sigma^2_{z_n^r})^{\frac{1}{2}}} \quad (3.7.1) \]

where
\[ \sigma^2_{z_{n,j}} = \frac{N_r}{N_r - 1} \left( 1 - \frac{n_r}{N_r} \right) \mu_{2N_r,j} \]

and

\[ \mu_{kN_r,j} = \frac{1}{N_r} \sum_{i=1}^{N_r} (Y_{rij} - \overline{Y}_{N_r,j})^k \quad k=1, 2, \ldots \]

Suppose that \( \lim_{r \to \infty} \rho_{rlj} = \rho_{lj} \) is defined for all \( l \) and \( j \), where

\[ \rho_{rlj} = \frac{\frac{1}{N_r} \sum_{i=1}^{N_r} (Y_{ril} - \overline{Y}_{N_r,l})(Y_{rij} - \overline{Y}_{N_r,j})}{(\mu_{2N_r,l})^{\frac{1}{2}} (\mu_{2N_r,j})^{\frac{1}{2}}} \]

\( l, j = 1, 2, \ldots, p \) for \( l \neq j \)

and

\[ \rho_{lj} > -1 + \varepsilon, \varepsilon > 0. \]

Then the limiting distribution of \( (Z_{n,1}, Z_{n,2}, \ldots, Z_{n,p}) \) is multivariate normal, with mean zero and covariance matrix \( \Psi \) where

\[
\Psi = \begin{bmatrix}
1, & \rho_{12}, & \cdots, & \rho_{1p} \\
\rho_{21}, & 1, & \cdots, & \rho_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{p1}, & \rho_{p2}, & \cdots, & 1
\end{bmatrix}.
\]
B. Erdős-Rényi's Condition

Erdős-Rényi [1959] investigated the limiting distribution of a sum of weakly dependent random variables, given that these variables were created as a without replacement sample selected from a finite population. As did Madow, he considered a sequence of finite populations \( \phi_1, \phi_2, \ldots, \phi_r, \ldots \) such that the \( r \)th population contained \( N_r \) elements.

Erdős-Rényi considered the sum

\[
T_n = \sum_{i=1}^{n_r} y_{ri}
\]

(3.B.1)

for all \( \binom{N_r}{n_r} \) possible samples. Denote by \( C_{N_r, n_r}(t) \) the number of sums \( T_{n_r} \) which do not exceed

\[
\frac{n_r}{N_r} \sum_{i=1}^{N_r} y_{ri} + t [V(T_{n_r})]^{1/2}
\]

(3.B.2)

where

\[
V(T_{n_r}) = \frac{n_r}{N_r} \frac{N_r-n_r}{N_r-1} \sum_{i=1}^{N_r} (y_{ri}-\overline{y}_r)^2
\]

and \( t \) is an arbitrary positive real number. Then
\( F_{n_r, n_r}(t) = \frac{C_{n_r, n_r}(t)}{\binom{N_r}{n_r}} \) (3.B.3)

is the fraction of samples exceeding the specified limit.

Conditions on the sequence \( \{y_{xi}\}, i=1, 2, \ldots, N_r \) in order that \( F_{n_r, n_r}(t) \) converges to the normal \( N(0,1) \) distribution function are stated in the following theorem.

**Theorem 3.B.1 (Erdős-Rényi)**

Consider a sequence of finite populations \( \phi_1, \phi_2, \ldots, \phi_r, \ldots \) and let

\[
d_{n_r, n_r}(\varepsilon) = \frac{1}{V(T_{N_r})} \sum_{y_{xi}'} \frac{|y_{xi}'|^2}{|y_{xi}'| > \varepsilon[ \sqrt{V(S_{n_r})}]^2} \]

\[1 \leq i \leq N_r\]

where

\[T_{N_r} = \sum_{i=1}^{N_r} y_{ri}\]

\[V(T_{N_r}) = \sum_{i=1}^{N_r} (y_{ri} - \bar{y}_{N_r})^2\]

\[y_{xi}' = y_{xi} - \bar{y}_{N_r}\]

and \( \varepsilon > 0 \) is an arbitrary real number.
If \( n_x \leq N_x / 2 \) is chosen in such a manner that when \( n_x \to \infty \) and \( N_x - n_x \to \infty \), we have for any \( \varepsilon > 0 \)

\[
\lim_{n_x \to \infty} d_{N_x, n_x}(\varepsilon) = 0,
\]

(3.B.5)

then it follows that for any real \( t \),

\[
\lim_{n_x \to \infty} F_{N_x, n_x}(t) \overset{L}{\to} \Phi(t)
\]

\[
\lim_{N_x - n_x \to \infty} F_{N_x, n_x}(t) \overset{L}{\to} \Phi(t)
\]

where \( \Phi(t) \) is the normal distribution with mean zero and variance one.

C. Hájek's Condition

When sampling from finite populations without replacement, the sampled elements are not independent random variables, and hence, the Lindeberg condition [Rao, 1965, p. 107] cannot be directly applied to the study of limiting distributions for sums of these sampled elements. Hájek's contribution [1960] was the introduction of Poisson sampling to obtain the limiting distribution of the sample mean of these sampled elements.

Poisson sampling can be described as an experiment consisting of \( N_x \) dichotomous experiments. The population element \( i \) is either included in the sample or it is not included with probabilities
\[ \frac{n_r}{N_r} \text{ and } 1 - \frac{n_r}{N_r} \]

respectively. This is analogous to flipping a biased coin with the probability of a head equal to

\[ \frac{n_r}{N_r} \, . \]

If the outcome is a head we include element \( i \) in the sample, if the outcome is a tail we exclude the element. The size of the Poisson sample which we denote by \( k_r \) is a binomial (Bernoulli) random variable attaining the value \( b \) with probability

\[
\binom{N_r}{k_r} \left( \frac{n_r}{N_r} \right)^{k_r} \left( 1 - \frac{n_r}{N_r} \right)^{N_r-k_r}, \quad 0 \leq k_r \leq N_r .
\]

The mean value of the number of elements included is:

\[
E(k_r) = \sum_{i=0}^{N_r} i \binom{N_r}{i} \left( \frac{n_r}{N_r} \right)^i \left( 1 - \frac{n_r}{N_r} \right)^{N_r-i}
\]

\[
= n_r , \quad (3.C.1)
\]
and the variance of the number of elements is

\[
E(k_r - n_r)^2 = \sum_{i=0}^{N_r} (i-n_r)^2 \binom{N_r}{i} \left(\frac{n_r}{N_r}\right)^i \left(1 - \frac{n_r}{N_r}\right)^{N_r-i} = n_r (1 - \frac{n_r}{N_r}).
\]

As before let the sequence of populations be denoted by \(\phi_1, \phi_2, \ldots, \phi_r, \ldots\). From \(\phi_r\), a Poisson sample of mean size \(n_r\) is selected. We assume that \(n_r < n_{r+1}\) and \(N_r < N_{r+1}\). Furthermore,

\[
\frac{n_r}{N_r} < 1 - \varepsilon \quad \text{where } \varepsilon > 0.
\]

Let \(S_{rk} = \{y_{r1}, y_{r2}, \ldots, y_{rk}\}\) be the \(r\)th sample obtained using Poisson sampling.

Define

\[
C_r = \sum_{i=1}^{n_r} (y_{ri} - \bar{Y}_{N_r}) \quad (3.C.3)
\]

and

\[
C_r^* = \sum_{i \in S_{rk}} (y_{ri} - \bar{Y}_{N_r}) \quad (3.C.4)
\]

where
Now \( C_r^* \) can be expressed as the sum of \( N_r \) independent variables \( c_{ri}, i=1, 2, \ldots, N_r \) where

\[
\bar{y}_{N_r} = \frac{1}{N_r} \sum_{i=1}^{N_r} y_{ri}.
\]

The following Lemma enables us to establish that the limiting distributions of \( C_r^* \) and \( C_r \) are the same.

**Lemma 3.C.1 (Hajek)**

The following inequality holds:

\[
\frac{E(C_r - C_r^*)^2}{V(C_r^*)} \leq \left( \frac{1}{n_r} + \frac{1}{N_r - n_r} \right)^{\frac{1}{2}}.
\]  \hspace{1cm} (3.C.5)

**Proof:**

Denote by \( s_{n_r} \) the set of elements drawn from \( \phi_r \) using a simple random sampling scheme w.o.r., that is

\[
\begin{align*}
    s_{n_r} &= \{ y_{r1}, y_{r2}, \ldots, y_{rn_r} \}.
\end{align*}
\]
Then \( S_{n_x} \cup S_{c_x} \) and \( S_{c_x} \cap S_{n_x} \) represent a simple random sample \( w.o.r. \) of size \( |k_x - n_x| \).

\[
V(C_x - C_x^*) = E[V(C_x - C_x^*)|k_x] + V[E(C_x - C_x^*)|k_x]
\]

\[
= E[V(C_x - C_x^*)|k_x]
\]

\[
= E[E(C_x - C_x^*)^2|k_x] \quad (3.C.6)
\]

\[
E[(C_x - C_x^*)^2|k_x] = \frac{|k_x - n_x|}{N_x} \frac{N_x - |k_x - n_x|}{N_x - 1} \sum_{i=1}^{N_x} (Y_{i1} - \bar{Y}_{N_x})^2
\]

\[
\leq |k_x - n_x| \sigma_{Yx}^2 \quad (3.C.7)
\]

Hence

\[
E[E(C_x - C_x^*)^2|k_x] \leq E[k_x - n_x] \sigma_{Yx}^2
\]

\[
\leq \left[ E(k_x - n_x) \right]^2 \sigma_{Yx}^2
\]

\[
= \left[ n_x (1 - \frac{n_x}{N_x}) \right]^{\frac{1}{2}} \sigma_{Yx}^2 \quad (3.C.8)
\]

\[
V(C_x^*) = E[V(C_x^*)|k_x] + V[E(C_x^*)|k_x]
\]

\[
= E[V(C_x^*)|k_x] \quad (3.C.9)
\]
Since $s_{k_{r}}$ is a simple random sample w.o.r. from $\phi_{r}$,

$$V(C^*_{r} | k_{r}) = \frac{k_{r}}{N_{r}} \frac{N_{r} - n_{r}}{N_{r} - 1} \sum_{i=1}^{N_{r}} (Y_{ri} - \overline{Y}_{N_{r}})^2 .$$  \hfill (3.C.10)\\

Hence using (3.C.1) and (3.C.2)

$$V(C_{r}^*) = n_{r} (1 - \frac{n_{r}}{N_{r}}) \sigma_{Yr}^2 ,$$  \hfill (3.C.11)

where

$$\sigma_{Yr}^2 = \frac{1}{N_{r}} \sum_{i=1}^{N_{r}} (Y_{ri} - \overline{Y}_{N_{r}})^2$$

and

$$\frac{E(C_{r} - C^*_{r})^2}{V(C^*)} \leq [n_{r} (1 - \frac{n_{r}}{N_{r}})]^{-\frac{1}{2}}$$

$$= (\frac{1}{n_{r}} + \frac{1}{N_{r} - n_{r}})^{\frac{1}{2}} . \quad //$$

**Lemma 3.C.2**

$$\lim_{n_{r} \to \infty} \frac{V(C^*_{r})}{V(C_{r})} = 1 .$$  \hfill (3.C.12)
Proof:

\[ \frac{V(C^*_{r})}{V(C_{r})} = \frac{n_r^2 \left( \frac{1}{n_r} - \frac{1}{N_r} \right) \frac{1}{N_r} \sum_{i=1}^{N_r} (Y_{ri} - \overline{Y}_{N_r})^2}{n_r^2 \left( \frac{1}{n_r} - \frac{1}{N_r} \right) \frac{1}{N_r-1} \sum_{i=1}^{N_r} (Y_{ri} - \overline{Y}_{N_r})^2}. \]

The result follows by letting \( n_r \to \infty \) and \( N_r \to \infty \). 

From Lemma 3.C.1, it follows that

\[ \lim_{n_r \to \infty} \frac{E(C_r - C^*_{r})^2}{V(C^*_{r})} = 0. \quad (3.C.13) \]

Relations (3.C.12) and (3.C.13) imply that, provided \( n_r \to \infty \) and \( N_r - n_r \to \infty \), the limiting variances and distributions of the random variables

\[ \frac{A_r + B C_r}{[V(C_r)]^{1/2}} \]

and

\[ \frac{A_r + B C^*_{r}}{[V(C^*_{r})]^{1/2}} \]

exist under the same conditions, and if they exist they are the same. The random variable \( C^*_{r} \), however, is a sum of independent random variables, so that when studying the limiting distributions of
we may apply the well-known theory for the sum of independent random variables.

We next state without proof Hájek's Central Limit Theorem.

**Theorem 3.C.4 (Hájek)**

Given a sequence of finite populations \( \phi_r, r=1, 2, \ldots \), let \( \phi_{rT} \) be the subset of elements of \( \phi_r \) on which the inequality

\[
|Y_{ri} - \bar{r}_{N_r}| > \tau \left[ V(C_r) \right]^{1/2}
\]

holds, where \( \tau > 0 \) is an arbitrary real positive number.

Letting

\[
Z_{nr} = \frac{C_r}{\left[ V(C_r) \right]^{1/2}}
\]

then for any real \( t \)

\[
\lim_{n_r \to \infty} \lim_{N_r \to \infty} P[Z_{nr} < t] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{t} e^{-\frac{w^2}{2}} \, dw
\]

if and only if
\[
\lim_{N_r \to \infty} \frac{\sum_{i \in \mathcal{I}_r} (Y_{ri} - \bar{Y}_{N_r})^2}{N_r} = 0.
\]  
(3.C.14)

Proof:

The proof follows directly from the Lindeberg Central Limit Theorem. //

We now show that Madow's Condition W is a stronger condition than Hájek's condition.

**Theorem 3.C.5**

Given that

\[
\mu_{kN_r} = \mu_{2N_r} \lambda_k(N_r), \quad k = 2 + \delta,
\]

for some \( \delta > 0 \) and

\[
|\lambda_k(N_r)| < \lambda,
\]

then

\[
\lim_{N_r \to \infty} \frac{\sum_{i \in \mathcal{I}_r} (Y_{ri} - \bar{Y}_{N_r})^2}{N_r} = 0.
\]
Proof:

Since

\[ \phi_{\tau T} = \{ y_{ri} : |y_{ri} - \bar{y}_{N_r}| > \tau [V(C_r)]^{1/2} \} \]

we have

\[ 0 < \frac{1}{|y_{ri} - \bar{y}_{N_r}|} < \frac{1}{\tau[V(C_r)]^{1/2}}, \quad (3.C.15) \]

for \( y_{ri} \in \phi_{\tau T} \).

Now

\[ V(C_r) = f_r (1 - f_r) \frac{N_r^2}{N_r - 1} \sigma^2_{yr} \]

where

\[ f_r = \frac{n_r}{N_r}. \]

Hence, using (3.C.15) we obtain

\[ \frac{\sum_{i \in \phi_{\tau T}} |y_{ri} - \bar{y}_{N_r}|^2}{N_r} \cdot \frac{\sum_{i=1}^{N_r} |y_{ri} - \bar{y}_{N_r}|^2}{N_r \sigma^2_{yr}} = \frac{\sum_{i \in \phi_{\tau T}} |y_{ri} - \bar{y}_{N_r}|^2}{N_r} \cdot \frac{\sum_{i=1}^{N_r} |y_{ri} - \bar{y}_{N_r}|^2}{N_r \sigma^2_{yr}} \]
The result follows by letting $N_r \to \infty$ and $n_r \to \infty$ with

$$f_r = \frac{n_r}{N_r}$$

bounded away from one. //

We now proceed to develop a multivariate extension to Theorem 3.C.4. Let $\phi_1, \phi_2, \ldots, \phi_r, \ldots$ be a sequence of finite populations. A simple random sample of size $n_r$ is selected without replacement from $\phi_r$. Assume that $n_r > n_{r-1}, N_r > N_{r-1}$ and
$\frac{n_r}{N_r} < 1 - \varepsilon$ for all $r$, where $\varepsilon > 0$. The $p$-dimensional vector $\mathbf{y}_{ri.} = (y_{ri1}, y_{ri2}, \ldots, y_{rip})$ is associated with the $i^{th}$ element of the $r^{th}$ population. Define the normalized vector

$$z_{ri.} = \left( \frac{y_{ri1} - \overline{y}_{N_r1}}{\sigma_{y_{r1}}}, \frac{y_{ri2} - \overline{y}_{N_r2}}{\sigma_{y_{r2}}}, \ldots, \frac{y_{rip} - \overline{y}_{N_rp}}{\sigma_{y_{rp}}} \right)$$

where

$$\overline{y}_{N_rj} = \frac{1}{N_r} \sum_{i=1}^{N_r} y_{rij}, \quad j = 1, 2, \ldots, p$$

$$\sigma_{y_{rj}}^2 = \frac{1}{N_r} \sum_{i=1}^{N_r} (y_{rij} - \overline{y}_{N_r})^2.$$ 

We need the following Lemma for the multivariate extension.

**Lemma 3.C.3**

Assume that

$$\lim_{r \to \infty} \frac{1}{N_r} \sum_{i \in \mathcal{Z}_j} z_{rij}^2 = 0 \quad \text{for } j = 1, 2, \ldots, p \quad (3.C.16)$$

where $\tau > 0$ is some arbitrary positive real number and
$\mathcal{E}_j = \{ i \in \phi_r : Z_{xij}^2 > \tau_{n_r} \} \cdot$

Then condition (3.C.16) holds if and only if

$$\lim_{r \to \infty} \frac{1}{N_r} \sum_{i \in \mathcal{A}} \| Z_{x_i} \|^2 = 0 \quad (3.C.17)$$

where

$$\| Z_{x_i} \|^2 = \sum_{j=1}^{P} Z_{xij}^2$$

and

$$\mathcal{X} = \{ i \in \phi_r : \| Z_{x_i} \|^2 > \tau_{n_r} \} \cdot$$

Proof:

We first prove that condition (3.C.16) implies condition (3.C.17). Suppose

$$\lim_{r \to \infty} \frac{1}{N_r} \sum_{i \in \mathcal{X}_j} Z_{xij}^2 = 0 \quad \text{for } j=1, 2, \ldots, p \cdot$$

Now,

$$\mathcal{X} \subset \mathcal{C} \subset \mathcal{C}$$

where
\[ C = \bigcup_{j=1}^{p} C_j \]

and

\[ C_j = \{ i \in \mathcal{X} : z_{rij}^2 > \frac{n_{x_j}}{p} \} . \]

Hence

\[ \frac{1}{N_x} \sum_{i \in \mathcal{X}} \| z_{ri} \|^2 \leq \frac{1}{N_x} \sum_{i \in C} \| z_{ri} \|^2 \]

\[ = \frac{1}{N_x} \sum_{i \in C} \sum_{j=1}^{p} z_{rij}^2 \]

\[ = \frac{1}{N_x} \sum_{i \in \cup C_j} \sum_{j=1}^{p} z_{rij}^2 \]

\[ \leq \frac{1}{N_x} \sum_{l=1}^{p} \sum_{i \in C_i} \sum_{j=1}^{p} z_{rij}^2 \]

\[ = \sum_{l=1}^{p} \left[ \frac{1}{N_x} \sum_{i \in C_i} \sum_{j=1}^{p} z_{rij}^2 \right] . \]  

\( (3.C.18) \)
Also

\[ \frac{1}{N_r} \sum_{i \in C_1} \sum_{j=1}^{P} z_{xij}^2 = \frac{1}{N_r} \sum_{i \in C_1} z_{xil}^2 + \frac{1}{N_r} \sum_{i \in C_1} \sum_{m=1, m \neq 1}^{P} z_{xim}^2 \]  \hspace{1cm} (3.C.19)

and

\[ \frac{1}{N_r} \sum_{i \in C_1} z_{xim}^2 \leq \frac{1}{N_r} \sum_{i \in C_1} z_{xil}^2 + \frac{1}{N_r} \sum_{i \in C_m} z_{xim}^2. \]  \hspace{1cm} (3.C.20)

Substituting (3.C.19) and (3.C.20) into (3.C.18) we obtain,

\[ \frac{1}{N_r} \sum_{i \in A} \| z_{xi} \|^2 \leq (2p-1) \sum_{l=1}^{P} \frac{1}{N_r} \sum_{i \in C_1} z_{xil}^2. \]

Letting \( r \to \infty \), we obtain that

\[ \lim_{r \to \infty} \frac{1}{N_r} \sum_{i \in A} \| z_{xi} \|^2 = 0. \]

We next prove that condition (3.C.17) implies condition (3.C.16). Suppose

\[ \lim_{r \to \infty} \frac{1}{N_r} \sum_{i \in A} \| z_{xi} \| = 0 \]  \hspace{1cm} (3.C.21)
Define

\[ P = \bigcup_{j=1}^{P} P_j \]

where

\[ P_j = \{i \in \mathcal{P}_1 : z^2_{rij} > n \} \]

then

\[ P \subseteq \mathcal{A}. \]

Hence

\[ \frac{1}{N_x} \sum_{i \in P_j} \| z_{ri} \|^2 \leq \frac{1}{N_x} \sum_{i \in \mathcal{A}} \| z_{ri} \|^2. \tag{3.C.22} \]

We have for \( k = 1, 2, \ldots, p \), that

\[ \frac{1}{N_x} \sum_{i \in \mathcal{P}_k} z^2_{rik} \leq \frac{1}{N_x} \sum_{i \in \mathcal{P}_k} \sum_{j=1}^{p} z^2_{rij} \tag{3.C.23} \]

and

\[ \frac{1}{N_x} \sum_{i \in \mathcal{P}_k} \sum_{j=1}^{p} z^2_{rij} \leq \frac{1}{N_x} \sum_{i \in \mathcal{A}} z^2_{rij}. \tag{3.C.24} \]
Using relations (3.C.23) and (3.C.24), we obtain

\[ \lim_{r \to \infty} \frac{1}{N_r} \sum_{i \in \mathcal{K}_k} Z_{rik}^2 = 0 \quad \text{for } k=1, 2, \ldots, p. \]

We next state and prove the multivariate extension to Theorem 3.C.4.

Let

\[ B_r = \frac{1}{N_r} \sum_{i=1}^{N_r} w_i \cdot w_i. \quad (3.C.25) \]

where

\[ w_{ri} = \left( \frac{Y_{ril} - \overline{Y}_{N_r 1}}{\sigma_{Yr1}}, \ldots, \frac{Y_{rip} - \overline{Y}_{N_r p}}{\sigma_{Yrp}} \right) \]

\[ \overline{Y}_{N_r j} = \frac{1}{N_r} \sum_{i=1}^{N_r} Y_{rij} \]

\[ c^2_{Yrj} = \frac{1}{N_r} \sum_{i=1}^{N_r} (Y_{rij} - \overline{Y}_{N_r j})^2, \quad j=1, 2, \ldots, p. \]

Assume that

\[ (i) \lim_{r \to \infty} \frac{1}{N_r} \sum_{w_{rij} > n_r} w_{rij}^2 = 0 \quad \text{for } j=1, 2, \ldots, p, \]

and that
(ii) \( \lim_{r \to \infty} B_r = B \) \hspace{1cm} (3.C.26)

where \( B_r \) and \( B \) are positive definite matrices. We assume \( B_r \) is positive definite for convenience.

**Theorem 3.C.6**

Given assumptions (i) and (ii), the limiting distribution of the \( p \)-dimensional vector \( (Z_{n_1}, \ldots, Z_{n_p}) \), where,

\[
Z_{n_{rj}} = \frac{C_{rj}}{\sqrt{\text{V}(C_{rj})}} \quad j = 1, 2, \ldots, p, \hspace{1cm} (3.C.27)
\]

\[
C_{rj} = \sum_{i=1}^{n_r} (Y_{rij} - \bar{Y}_{n_r j})
\]

\[
\text{V}(C_{rj}) = \frac{n_r}{N_r} \frac{N_r - n_r}{N_r - 1} \sum_{i=1}^{N_r} (Y_{rij} - \bar{Y}_{n_r j})^2
\]

is multivariate normal with mean zero and covariance matrix \( B \).

**Proof:**

We consider a linear combination of the \( W_{rij} \)'s,

\[
X_{ri} = \sum_{j=1}^{p} \lambda_j W_{rij}
\]

where \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_p) \) is any real vector.
Now,

\[
\overline{X}_N = \frac{1}{N} \sum_{i=1}^{N} X_{ri}
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{P} \lambda_j W_{rij}
\]

\[= 0 .\]

Define

\[G_{rij} = \lambda_j W_{rij} .\] (3.28)

Since

\[
\lim_{r \to \infty} \frac{1}{N} \sum_{i,j} W_{rij}^2 = 0 ,
\]

we have that

\[
\lim_{r \to \infty} \frac{1}{N} \sum_{i,j} G_{rij}^2 = 0 .\] (3.29)

Using Lemma 3.3.3, equation (3.29) implies that

\[
\lim_{r \to \infty} \frac{1}{N} \sum_{i \in A} \|G_{ri} \|^2 = 0 .\] (3.30)

where
\[ A = \{ \mathbf{e}_r : \| G_{ri} \|^2 > n_r \tau \} \]

and

\[ \| G_{ri} \|^2 = \sum_{j=1}^{p} G_{rij}^2. \]

Now,

\[ x_{ri}^2 = \left( \sum_{j=1}^{p} G_{rij} \right)^2 \]

\[ = \sum_{j=1}^{p} G_{rij}^2 + \sum_{j \neq k} G_{rij} G_{rik} \]

\[ \leq \sum_{j=1}^{p} G_{rij}^2 + \frac{1}{2} \sum_{j \neq k} (G_{rij}^2 + G_{rik}^2) \]

\[ = 3 \sum_{j=1}^{p} G_{rij}^2. \]

Define the sets

\[ D = \{ \mathbf{e}_r : x_{ri}^2 \geq n_r \tau \} \]

and

\[ F = \{ \mathbf{e}_r : \sum_{j=1}^{p} G_{rij}^2 > n_r \tau \} \].
Then

$$\text{DC F}.$$  

Hence,

$$\frac{1}{N_r} \sum x^2_{ri} > \tau n_r$$

$$= \frac{1}{N_r} \sum (\sum_{j=1}^p \lambda_j w_{rij})^2$$

$$\leq \frac{3}{N_r} \sum_{i \in F} \sum_{j=1}^p G_{rij}^2$$

$$= \frac{3}{N_r} \sum_{i \in F} ||G_{ri}||^2.$$  \hfill (3.C.31)

Since $\tau$ is arbitrary, using condition (3.C.30) and equation (3.C.31), we obtain that

$$\lim_{N \to \infty} \frac{1}{N_r} \sum x^2_{ri} > \tau n_r = 0 .$$

Therefore by Theorem 3.C.4,

$$\frac{\bar{X}_{nr} - \bar{X}_N}{\sqrt{\text{Var}(\bar{X}_{nr} - \bar{X}_N)}} \overset{L}{\to} N(0,1),$$  \hfill (3.C.32)
where

\[ \bar{X}_{n_r} = \frac{1}{n_r} \sum_{i=1}^{n_r} X_{ri} \]

and

\[ \bar{X}_{N_r} = \frac{1}{N_r} \sum_{i=1}^{N_r} X_{ri}. \]

We have the required result by Theorem 2.C.1.

We have now presented the work of three authors on the limiting distribution of a properly normalized mean, given that this mean arises from a simple random sample selected W.O.R. from a finite population. Madow's proof used Condition W which is a condition on all the moments. Erdős-Rényi's condition may be regarded as a pseudo-Lindeberg condition on the elements of the population. They prove that the limit of the characteristic function for \( F_{n_r,n_r}(t) \) is the characteristic function for the normal distribution with mean zero and variance one. A more elegant proof is introduced by Hajek using Poisson sampling. By proving the asymptotic equivalence of S.R.S. and Poisson sampling, Hajek obtains asymptotic normality directly from the Lindeberg Central Limit Theorem.
D. A Central Limit Theorem for Regression in a Finite Population Using Hajek's Theorem

We earlier discussed the Central Limit Theorem given by Hájek [1960] for simple random samples selected without replacement from a finite population and extended this Central Limit Theorem to the case where the sampled elements were p-dimensional vectors. In this section, we investigate the limiting behavior of the estimated regression coefficients, as both the sample size and the population size become large, using Hájek's theorem.

Since we are interested in the large sample properties of estimators, we examine such properties with respect to a sequence of populations.

Accordingly, let

1. \( \phi_1, \phi_2, \ldots, \phi_r \) be a sequence of populations,
2. \( N_1, N_2, \ldots, N_r \) denote the corresponding population sizes, where \( N_r > N_{r-1} \),
3. \( n_1, n_2, \ldots, n_r \) denote the corresponding simple random samples selected without replacement, where \( n_r > n_{r-1} \),
4. \( f_1, f_2, \ldots, f_r \) denote the corresponding sampling fractions where \( \lim_{r \to \infty} f_r = f \), \( 0 < f < 1 \) and \( f_r < 1 - \varepsilon, \varepsilon > 0 \) for each \( r=1, 2, \ldots \).

The \((p+1)\) dimensional vector \((Y_{r1i}, Y_{r2i}, \ldots, Y_r, i, p+1)\) is associated with the \(i^{th}\) element of the \(r^{th}\) population. We normalize this vector and define the normalized vector as
\[ Z_{ri.} = (Z_{r1i}, Z_{r2i}, \ldots, Z_{rpi}, Z_r, i, p+1) \]  

(3.D.1)

where

\[ Z_{rij} = \frac{y_{rij} - \bar{Y}_{N_j}}{\sigma_{Y_{rj}}} \]

\[ \overline{Y}_{N_j} = \frac{1}{N_r} \sum_{i=1}^{N_r} y_{rij} \quad j=1, 2, \ldots, p+1 \]

\[ \sigma^2_{Y_{rj}} = \frac{1}{N_r} \sum_{i=1}^{N_r} (y_{rij} - \overline{Y}_{N_j})^2 . \]  

(3.D.2)

Let

\[ A_r = \begin{pmatrix} O_{N_r} & H_{N_r} \\ H_{N_r}^t & 1 \end{pmatrix} = \frac{1}{N_r} \sum_{i=1}^{N_r} Z_{ri.} Z_{ri.}^t \]

where \( O_{N_r} \) is a \((p \times p)\) matrix, \( H_{N_r} \) is a \((p \times 1)\) vector and \( F_{N_r} \) is a scalar. We define the population regression vector for the \( r \)th population as

\[ B_r = O_{N_r}^{-1} H_{N_r} \]  

(3.D.3)

We now proceed to define the sample regression vector, but first let
\[ z_{ri.} = (z_{ri1}, z_{ri2}, \ldots, z_{rii,p+1}) \]  \hspace{1cm} (3.D.4)

where

\[ z_{rij} = \frac{Y_{rij} - \bar{Y}_{n_{r_j}}} {s_{Yrj}} \]

\[ \bar{Y}_{n_{r_j}} = \frac{1}{n_{r_j}} \sum_{i=1}^{n_{r_j}} Y_{rij} \quad j=1, 2, \ldots, p+1 \]

\[ s_{Yrj}^2 = \frac{1}{n_{r_j}} \sum_{i=1}^{n_{r_j}} (Y_{rij} - \bar{Y}_{n_{r_j}})^2 . \]  \hspace{1cm} (3.D.5)

Let

\[ a_r = \begin{pmatrix} Q_{n_{r}} & \overset{H_{n_{r}}}{n_{r}} \\ \overset{H'_{n_{r}}}{n_{r}} & 1 \end{pmatrix} = \frac{1}{n_{r}} \sum_{i=1}^{n_{r}} z_{ri.} z_{ri.}^\prime \]

where \( Q_{n_{r}} \) is a \((p \times p)\) matrix, \( H_{n_{r}} \) is a \((p \times 1)\) vector and \( F_{n_{r}} \) is a scalar. We define the sample regression vector for the \( r \)th population as

\[ b_r = Q_{n_{r}}^{-1} H_{n_{r}} . \]  \hspace{1cm} (3.D.6)

Before proceeding to the main theorem of this section, we give the following preliminary theorem.
**Theorem 3.D.1**

Let \( \{X_j\} \) be a sequence of independent r.v.'s with d.f.'s \( \{F_j\} \) with finite means \( E[X_j] \); and

\[
S_{N_r} = \sum_{j=1}^{N_r} X_j.
\]

Let \( b_{N_r} \) be a given sequence of real numbers increasing to \(+\infty\).

Suppose that for some \( \delta > 0 \),

\[
i) \quad \frac{1}{b_{N_r}} \sum_{j=1}^{N_r} \int_{-\infty}^{\infty} |x|^{1+\delta} \, dF_j(x) = o(1);
\]

then

\[
\frac{1}{b_{N_r}} (S_{N_r} - a_{N_r}) \xrightarrow{P} 0
\]

where

\[
a_{N_r} = \sum_{j=1}^{N_r} \int_{-\infty}^{\infty} x \, dF_j(x).
\]

**Proof:**

Define for each \( N_r \geq 1 \) and \( 1 \leq j \leq N_r \):

\[
\hat{X}_j = X_j, \quad \text{if} \quad |X_j| \leq b_{N_r}
\]

\[
= 0, \quad \text{otherwise}.
\]
Using condition i)

\[ \sum_{j=1}^{N_x} P(X_j \neq \hat{X}_j) = \sum_{j=1}^{N_x} P(X_j > b_{N_x}) \]

\[ = \sum_{j=1}^{N_x} \int_{|x|>b_{N_x}} dF_j(x) \]

\[ \leq \sum_{j=1}^{N_x} \frac{1}{1+\delta} \int_{|x|>b_{N_x}} |x|^{1+\delta} dF_j(x) \]

\[ \leq \sum_{j=1}^{N_x} \frac{1}{1+\delta} \int_{-\infty}^{\infty} |x|^{1+\delta} dF_j(x) \]

\[ = o(1) . \]

Therefore, \( X_j \) and \( \hat{X}_j \) are convergent equivalent sequences by Theorem 5.2.1 in Chung [1968, p. 101]. Let

\[ \tilde{X}_j = \hat{X}_j - E(\hat{X}_j) . \]

Now the \( X_j \) are pairwise independent by Theorem 3.3.1 in Chung [1968, p. 48]. They are also uncorrelated, since each, being bounded, has a finite second moment. Let us calculate \( \sigma^2(\tilde{S}_{N_x}) \) where

\[ \tilde{S}_{N_x} = \sum_{j=1}^{N_x} \tilde{X}_j . \]
\[
\sigma^2(\tilde{S}_{N_x}) = \sum_{j=1}^{N_x} \sigma^2(X_j)
\]

\[
\leq \sum_{j=1}^{N_x} E(X_j^2)
\]

\[
= \sum_{j=1}^{N_x} \int_{|x| \leq b_{N_x}} x^2 dF_j(x).
\]

Therefore,

\[
\frac{\sigma^2(\tilde{S}_{N_x})}{b_{N_x}^2} \leq \frac{1}{b_{N_x}^2} \sum_{j=1}^{N_x} \int_{|x| \leq b_{N_x}} x^2 dF_j(x)
\]

\[
\leq \frac{1}{b_{N_x}^{1+\delta}} \sum_{j=1}^{N_x} \int_{|x| \leq b_{N_x}} |x|^{1+\delta} dF_j(x)
\]

\[
\leq \frac{1}{b_{N_x}^{1+\delta}} \sum_{j=1}^{N_x} \int_{|x| \leq b_{N_x}} |x|^{1+\delta} dF_j(x)
\]

\[
= o(1).
\]

But \(\sigma^2(\tilde{S}_{N_x}) = \sigma^2(\hat{S}_{N_x})\), hence we obtain
Since \( X_{n_r} \) and \( \hat{X}_{n_r} \) are convergent equivalent,

\[
\frac{S_{n_r} - a_{n_r}}{b_{n_r}} = o_p(1).
\]

Recall that in Section C of Chapter III, we introduced Poisson sampling to obtain sums of independent random variables. Let the size of the Poisson sample be \( k_r \). Define

\[
t_{Y_{rj}}^2 = \frac{1}{n_r} \sum_{i=1}^{n_r} (Y_{rj} - \bar{Y}_{N_{rj}})^2
\]  \hspace{1cm} (3.D.7)

and

\[
t_{Y_{rj}}^* = \frac{1}{n_r} \sum_{i=1}^{k_r} (Y_{rj} - \bar{Y}_{N_{rj}})^2 .
\]  \hspace{1cm} (3.D.8)

The following lemma demonstrates that as \( n_r \to \infty \) and \( N_r - n_r \to \infty \), the limiting variances and distributions of the random variables \( t_{Y_{rj}}^2 \) and \( t_{Y_{rj}}^* \) are the same.
Lemma 3.D.1

The following inequality

\[
\frac{E(t_{Yrj}^2 - t_{Yrj}^*)^2}{V(t_{Yrj}^*)} \leq \left( \frac{1}{n_r} + \frac{1}{N_r - n_r} \right)^{1/2},
\]

is true.

Proof:

The proof parallels that of H\'ajek for Lemma 3.C.1, but we give the detailed proof for completeness. Denote by \( S_{n_r} \) the set of \( n_r \) elements drawn from \( \phi_r \) using a simple random sampling scheme w.o.r., that is

\[
S_{n_r} = \{ Y_{r1j}, Y_{r2j}, \ldots, Y_{rn_rj} \}, \quad j=1, 2, \ldots, p+1.
\]

Denote by \( S_{k_r} \) the set of \( k_r \) elements drawn using Poisson sampling. Then \( S_{n_r} \cap S_{k_r} \) and \( S_{k_r} \cap S_{n_r}^c \) represent a simple random sample of size \( |k_r - n_r| \).

\[
E \left[ (t_{Yrj}^2 - t_{Yrj}^*)^2 \right]
= E[E(t_{Yrj}^2 - t_{Yrj}^*)^2 | k_r]. 
\]

Define

\[
W_i = (Y_{rij} - \overline{Y}_{N_rj})^2.
\]
Then

\[ E\left( (Y_{rj} - t_{Yrj}^2) | k_r \right) = E\left( \left( \frac{1}{n_r} \sum_{i=1}^{k_r} W_i - \frac{1}{n_r} \sum_{i=1}^{n_r} W_i \right)^2 | k_r \right) \]

\[ = \frac{|k_r - n_r|}{N_r} \frac{N_r}{N_r - 1} \frac{1}{n_r^2} \sum_{i=1}^{N_r} (W_i^2 - \bar{W})^2 \]

\[ \leq \frac{|k_r - n_r|}{N_r n_r^2} \sum_{i=1}^{N_r} W_i^2, \quad (3.12) \]

where

\[ \bar{W} = \frac{1}{N_r} \sum_{i=1}^{N_r} W_i. \]

Now

\[ E|k_r - n_r| \leq \sqrt{E(k_r - n_r)^2} = \left( n_r (1 - \frac{n_r}{N_r}) \right)^{\frac{1}{2}} \quad (3.13) \]

Using (3.12) and (3.13) we obtain

\[ E(t_{Yrj}^2 - t_{Yrj}^*2)^2 \leq \frac{1}{n_r} \sqrt{(1 - \frac{n_r}{N_r}) n_r} \frac{1}{N_r} \sum_{i=1}^{N_r} W_i^2. \quad (3.14) \]

After some algebraic manipulation we obtain that
Dividing (3.D.14) by (3.D.15), we obtain the required result. //

Define

\[ t_{Yr1Yrm} = \frac{1}{n_r} \sum_{i=1}^{n_r} (Y_{ril} - \overline{Y}_{N_r}) (Y_{rim} - \overline{Y}_{N_r}) \]

and

\[ t^*_{Yr1Yrm} = \frac{1}{n_r} \sum_{i=1}^{k_r} (Y_{ril} - \overline{Y}_{N_r}) (Y_{rim} - \overline{Y}_{N_r}) \]

Then following the proof of Lemma 3.D.1 we obtain

**Corollary 3.D.1**

The following inequality

\[
\frac{\mathbb{E}(t_{Yr1Yrm} - t^*_{Yr1Yrm})^2}{V(t^*_{Yr1Yrm})} \leq \sqrt{\frac{1}{n_r} + \frac{1}{N_r-n_r}}
\]

is true.

Using Corollary 3.D.1 and Lemma 3.D.1, if the limiting distributions and variances of \( t_{Yr1Yrm} \) and \( t^*_{Yr1Yrm} \), \( t^2_{Yrl} \), and \( t^*_{Yrm} \) exist
under the same conditions, then they have the same limiting distributions and variances. The random variables $t^2_{Yrl}$ and $t^*_{YrlYrm}$ are sums of independent random variables. We may therefore apply the well-known theory of summation of independent random variables to $t^2_{Yrl}$ and $t^*_{YrlYrm}$.

**Lemma 3.D.2**

Assume that for some $\delta > 0$,

$$
\lim_{N_r \to \infty} \frac{1}{N_r} \sum_{i=1}^{N_r} \left( \frac{Y_{rij} - \bar{Y}_{N,r,j}}{\sigma_{Yrj}} \right)^{2+2\delta} = A < \infty , \quad (3.D.16)
$$

$$
j = 1, 2, \ldots, p+1 .
$$

Define

$$
\rho_{rlj} = \frac{1}{N_r} \sum_{i=1}^{N_r} \left( \frac{Y_{ril} - \bar{Y}_{N,r,l}}{\sigma_{Yrl}} \right) \left( \frac{Y_{rij} - \bar{Y}_{N,r,j}}{\sigma_{Yrj}} \right)
$$

and

$$
\beta_{r lj} = \frac{t_{YrlYri}}{\sigma_{Yrl} \sigma_{Yrj}} \quad l, j = 1, 2, \ldots, p+1 \text{ for } l \neq j .
$$

Then

$$
\frac{t^2_{Yri}}{\sigma^2_{Yrj}} = 1 + o_p(1) \quad (3.D.17)
$$
and

$$\hat{\rho}_{rlj} = \rho_{rlj} + o_p(1) . \quad (3.D.18)$$

Proof:

We first prove

$$\frac{t_{Yrj}^*}{\sigma_{Yrj}^2} = 1 + o_p(1) , \quad (3.D.19)$$

where

$$\frac{t_{Yrj}^*}{\sigma_{Yrj}^2} = \frac{1}{n_r} \sum_{i=1}^{k_r} \frac{Y_{rij} - \bar{Y}_{N_{r}j}}{\sigma_{Yrj}}^2 .$$

Now

$$\frac{t_{Yrj}^*}{n_r \sigma_{Yrj}^2}$$

is the sum of $$N_{r}$$ independent random variables. We denote this sum by $$S_{N_{r}j}$$.

$$S_{N_{r}j} = n_r \frac{t_{Yrj}^*}{\sigma_{Yrj}^2} = \sum_{i=1}^{N_{r}} \frac{\gamma_{rij}}{\sigma_{Yrj}^2} . \quad (3.D.20)$$
where
\[ P[\xi_{rij} = \frac{\chi_{rij} - \bar{Y}_{Nrv}}{\sigma_{Y_{rj}}} = \frac{n_r}{N_r} \]

and
\[ P[\xi_{rij} = 0] = 1 - \frac{n_r}{N_r} \] \hspace{1cm} (3.D.21)

Let \( F_i(x) \) denote the distribution function of \( \xi_{rij}^2 \). The expected value of \( S_{N_rj}^2 \) is \( a_{N_rj} \) where
\[
a_{N_rj} = \sum_{i=1}^{N_r} \int_{-\infty}^{\infty} x dF_i(x)
\]

\[
= \sum_{i=1}^{N_r} \zeta_{rij}^2 \frac{n_r}{N_r}
\]

\[ = n_r \]

We verify condition i) of Theorem 3.D.1 with \( b_{N_r} = n_r \);
\[
\frac{1}{n_r^{1+\delta}} \sum_{i=1}^{N_r} \int_{-\infty}^{\infty} |x|^{1+\delta} dF_i(x)
\]
\[
\frac{1}{N^{1+\delta}} \sum_{i=1}^{N} \frac{Y_{rij} - \bar{Y}_{Ni,j}}{\sigma_{Yrj}}^{2+2\delta}
\]

\[
\frac{1}{N^{1+\delta}} \sum_{i=1}^{N} \left( \frac{Y_{rij} - \bar{Y}_{Ni,j}}{\sigma_{Yrj}} \right)^{2+2\delta}
\]

\[
= o(1) .
\]

Since condition i) of Theorem 3.D.1 is satisfied, equation (3.D.17) holds. To see that relation (3.D.18) holds, we observe that

\[
\frac{1}{N^{1+\delta}} \sum_{i=1}^{N} \left| \frac{Y_{xil} - \bar{Y}_{N_i,l}}{\sigma_{Yxil}} \right|^{1+\delta} \leq \frac{1}{2N^{1+\delta}} \left[ \sum_{i=1}^{N} \left( \frac{Y_{xil} - \bar{Y}_{N_i,l}}{\sigma_{Yxil}} \right)^{2+2\delta} + \sum_{i=1}^{N} \left( \frac{Y_{xij} - \bar{Y}_{N_i,j}}{\sigma_{Yxij}} \right)^{2+2\delta} \right]
\]

\[
< \infty .
\]

Now, \( E(\hat{\rho}_{rij}) = \rho_{rij} \). Using relation (3.D.23) and Theorem 3.D.1, relation (3.D.18) immediately follows. //

We now state and prove the main theorem of this section. The following assumptions will be utilized

\[
i) \frac{1}{N^{1+\delta}} \sum_{i=1}^{N} Z_{xij}^{2+2\delta} = o(1) \text{ for some } \delta > 0 \text{ and } j=1, 2, \ldots, p .
\]
ii) The matrices $A_x$, $a_x$ and $A$ are positive definite where

$$A = \lim_{r \to \infty} A_x = \begin{pmatrix} Q & H \\ H' & 1 \end{pmatrix},$$

$$Q = \lim_{r \to \infty} Q_{Nx},$$

$$H = \lim_{r \to \infty} H_{Nx}.$$  

iii) $\lim_{r \to \infty} \frac{1}{N_x} \sum_{d_{xij} > \tau_{nx}} d_{xij}^2 = 0$

where

$$d_{xij} = Z_{xij} \frac{e_{xi}}{\sigma_{xe}}$$

$$e_{xi} = Z_{x, i, p+1} - \sum_{j=1}^{p} B_{xj} Z_{xij}$$

$$\sigma_{xe}^2 = \frac{1}{N_x} \sum_{i=1}^{N_x} e_{xi}^2$$

$$B_{x} = (B_{x1}, B_{x2}, \ldots, B_{xp})$$
iv) \[ \lim_{r \to \infty} \frac{1}{N_r} \sum_{i=1}^{N_r} d_{ri} \cdot d_{ri}^* = G \]

where

\[ d_{ri}^* = (d_{ril}, d_{ri2}, \ldots, d_{rip}) \]

**Theorem 3.2.3**

Given assumptions i) through iv),

\[ \left( \frac{1}{n_r} - \frac{1}{N_r} \right) \mathbf{b}_r - \mathbf{B}_r \rightarrow^L N(0, Q^{-1}GQ^{-1}) \]

where \( \mathbf{b}_r \) was defined in (3.6), \( \mathbf{B}_r \) was defined in (3.3), \( Q \) was defined in assumption ii) and \( G \) was defined in assumption iv).

**Proof:**

We prove that \( a_r = A_r + o_p(1) \). The \( m \)th element of \( a_r - A_r \)

\[
\begin{align*}
\frac{1}{n_r} \sum_{i=1}^{n_r} Z_{ril}Z_{rim} - \frac{1}{N_r} \sum_{i=1}^{N_r} Z_{ril}Z_{rim} \\
= \frac{1}{n_r} \sum_{i=1}^{n_r} (Z_{ril}Z_{rim}) \frac{\sigma_{Yrl} \sigma_{Yrm}}{s_{Yrl} s_{Yrm}} \left( \frac{\bar{Y}_{n_r} - \bar{Y}_{n_m}}{s_{Yrl}} \right) \left( \frac{\bar{Y}_{n_r} - \bar{Y}_{n_m}}{s_{Yrm}} \right) \\
- \frac{1}{N_r} \sum_{i=1}^{N_r} Z_{ril}Z_{rim} \\
\end{align*}
\]

(3.23)
As the result is not immediately obvious from (3.D.23), we prove that

\[ \frac{s^2_{Yrj}}{\sigma^2_{Yrj}} = 1 + o_p(1), \quad j=1, 2, \ldots, p+1. \]

Now,

\[ \frac{s^2_{Yrj}}{\sigma^2_{Yrj}} = \frac{1}{n_x} \sum_{i=1}^{n_x} Z_{rij}^2 - \frac{(\bar{Y}_{n_x j} - \bar{Y}_{N_x j})^2}{\sigma^2_{Yrj}} \]

\[ = \frac{t^2_{Yrj}}{\sigma^2_{Yrj}} - \left( \frac{\bar{Y}_{n_x j} - \bar{Y}_{N_x j}}{\sigma_{Yrj}} \right)^2. \]

(3.D.24)

Using Lemma 3.D.2,

\[ \frac{t^2_{Yrj}}{\sigma^2_{Yrj}} \neq 1 + o_p(1). \]

(3.D.25)

Using the Tchebychev inequality

\[ P \left\{ \frac{|\bar{Y}_{n_x j} - \bar{Y}_{N_x j}|}{\sigma_{Yrj}} \geq \varepsilon \right\} \leq (1 - f_x) \frac{1}{n_x \varepsilon^2} \]

for \( j=1, 2, \ldots, p+1, \)

and Theorem 2.A.4 we obtain
\[ \bar{Y}_{n,j} - \bar{Y}_{N,j} \overset{2}{\sigma_{Yrj}} = o_p(1) \]  \hspace{1cm} (3.D.26)


\[ \frac{\bar{Y}_{n,j} - \bar{Y}_{N,j}}{\sigma_{Yrj}} = 1 + o_p(1) . \]  \hspace{1cm} (3.D.27)

Substituting equation (3.D.27) into equation (3.D.23), the \( l^m \)th element of \( (a_r - A_r) \) is

\[ \frac{1}{n_r} \sum_{i=1}^{n_r} Z_{ril} Z_{rim} - \frac{1}{N_r} \sum_{i=1}^{N_r} Z_{ril} Z_{rim} + o_p(1) . \]  \hspace{1cm} (3.D.28)

Using Lemma 3.D.2 on equation (3.D.28) we have

\[ a_r = A_r + o_p(1) . \]  \hspace{1cm} (3.D.29)

The sample regression vector is

\[ b_r = Q^{-1}_{n_r} H_{n_r} . \]  \hspace{1cm} (3.D.30)

The \( l^th \) element of \( H_{n_r} \) is

\[ \frac{1}{n_r} \sum_{i=1}^{n_r} Z_{ril} Z_r,i,p+1 . \]
Substituting equation (3.D.31) into equation (3.D.30), we obtain

\[ b_r = B_r + \Omega^{-1}_{r} \frac{1}{n_r} \sum_{i=1}^{n_r} d_{ri} \cdot \sigma_{re} + o_p(1) \]  

(3.D.32)

where \( d_{ri} \) was defined in condition iv). Now, using equation (3.D.29), \( Q_{n_r} = \Omega_{N} + o_p(1) \). Since the inverses of \( Q_{n_r} \) and of \( Q_{N} \) exist and are continuous functions of \( Q_{n_r} \) and \( Q_{N} \), utilizing a Taylor expansion (c.f. Corollary 2.A.1) we obtain

\[ Q_{n_r}^{-1} = Q_{N}^{-1} + o_p(1). \]

Hence

\[ b_r = B_r + Q_{n_r}^{-1} \frac{1}{n_r} \sum_{i=1}^{n_r} d_{ri} \cdot \sigma_{re} + o_p(1) . \]  

(3.D.33)

The expected value of

\[ \frac{1}{n_r} \sum_{i=1}^{n_r} d_{ri} \cdot \sigma_{re} \]
is zero and its variance is

\[
\left( \frac{1}{n_r} - \frac{1}{N_r} \right) \frac{1}{N_r - 1} \sum_{i=1}^{N_r} d_{ri} d_{ri}^*.
\]

Using equation (3.D.29) and Theorem 2.B.1,

\[
\left( \frac{1}{n_r} - \frac{1}{N_r} \right) b_{r \cdot r}^* = \left( \frac{1}{n_r} - \frac{1}{N_r} \right) \Omega_r^{-1} \frac{1}{n_r} \sum_{i=1}^{n_r} d_{ri}^* + o_p(1).
\]

Thus, utilizing Theorem 3.D.6,

\[
\left( \frac{1}{n_r} - \frac{1}{N_r} \right)^{-\frac{1}{2}} \frac{n_r}{n_r} \sum_{i=1}^{n_r} \frac{d_{ri}^*}{n_r} \xrightarrow{L} N(0,G).
\]

The required result is obtained by using assumption ii). //

E. A Superpopulation Approach to the Limiting Distribution of Regression Coefficients in a Finite Population

In Chapter I, we saw that Cochran [1939] conducted an investigation where the finite population was viewed as a sample from an infinite population. In this section, we adopt the same approach to obtain the limiting distribution of regression coefficients computed from a sample selected from a finite population. We assume that the multivariate (p+1) vector \((y, x_1, x_2, \ldots, x_p)\) has mean \((\mu_y, \mu_{x_1}, \ldots, \mu_{x_p})\) and nonsingular covariance matrix
where $\Sigma_{xy}$ is a $(p \times 1)$ vector and $\Sigma_{xx}$ is a $(p \times p)$ matrix. We define the infinite population vector to be

$$\hat{\beta} = \hat{\Sigma}_{xx}^{-1} \hat{\Sigma}_{xy}.$$  \hfill (3.E.2)

We assume a sequence of finite populations $\phi_1, \phi_2, \ldots, \phi_r, \ldots,$ with the properties i) - iv) described at the beginning of Section D in Chapter III, is drawn from the infinite population. Let

$$(y_{ri}, x_{ri}'), \quad i=1, 2, \ldots, N_r$$

where

$$x_{ri} = (x_{r1i}, x_{r2i}, \ldots, x_{rip}),$$

be the $i^{th}$ selected vector in the $r^{th}$ population. We define the $r^{th}$ population regression vector as

$$B_r = (\sum_{i=1}^{N_r} x_{ri}' x_{ri})^{-1} (\sum_{i=1}^{N_r} x_{ri}' y_{ri}),$$  \hfill (3.E.3)

and the associated $r^{th}$ sample regression vector as

$$b_r = (\sum_{i=1}^{n_r} x_{ri}' x_{ri})^{-1} (\sum_{i=1}^{n_r} x_{ri}' y_{ri}),$$  \hfill (3.E.4)
where \( N_r \) is the size of the \( r^{th} \) population sampled and \( n_r \) is the size of the simple random sample selected w.o.r. from the finite population. Let the infinite population residual be

\[
e = y - x_\star \beta ,
\]

where

\[
x_\star = (x_1, x_2, \ldots, x_p).
\]

Define

\[
\Theta = E\{ (x_\star e)' (x_\star e) \} ,
\]

\( \Theta \) being a \((p \times p)\) symmetric matrix. We define the \((n_r \times p)\) sample matrix

\[
x_n^r = (x_{r1}^r, x_{r2}^r, \ldots, x_{rn_r}^r)',
\]

and the \((N_r \times p)\) population matrix

\[
x_N^r = (x_{r1}^r, x_{r2}^r, \ldots, x_{rN_r}^r)' .
\]

We give a theorem closely related to Theorem 1 stated in Fuller [1973].
Theorem 3.E.1

Let a sequence of simple random samples of size \( n_x \) be selected from a sequence of finite populations \( \phi_x \) of size \( N_x \). Let this finite population be a random sample from an infinite population with finite fourth moments. Let

\[
f_x = \frac{n_x}{N_x}
\]

where \( 0 < f_x < 1 \), \( \lim_{x \to \infty} f_x = f \). Then as \( x \to \infty \)

\[
\frac{1}{n_x^2} (b_x - B_x) \xrightarrow{L} N(0, (1-f) \Sigma_{XX}^{-1} \theta \Sigma_{XX}^{-1}).
\]

Proof:

By Theorem 5.2.2. in Chung [1968, p. 103],

\[
\sum_{i=1}^{N_x} \frac{x'_{ri} \cdot x_{ri}}{n_x} = \Sigma_{XX} + o_p(1). \tag{3.E.7}
\]

Let \( e_{N_x} \) be an \((N_x \times 1)\) vector where the \( i^{th} \) element of \( e_{N_x} \) is

\[
y_{ri} - x_{ri}. \theta.
\]  \tag{3.E.8}

The vector \( e_{n_x} \) is the \((n_x \times 1)\) analogously defined vector associated with the sample. In view of equation (3.E.8) we have,

\[
b_x - B_x = (x'_{n_x} x_{n_x})^{-1} x'_{n_x} e_{n_x} - (x'_{N_x} x_{N_x})^{-1} x'_{N_x} e_{N_x}. \tag{3.E.9}
\]
Since the elements of
\[
\frac{x_n^r x_n^r}{n_x^r}
\]
are sample moments with variances of order \( \frac{1}{n_x^r} \), we have
\[
\frac{x_n^r x_n^r}{n_x^r} = r_{xx}^r + o_p\left(n_x^r\right)
\]
and
\[
\frac{x_N^r x_N^r}{N_x^r} = r_{xx}^r + o_p\left(N_x^r\right)
\]
and
\[
\frac{1}{2} \left( b_x^{r} - b_x^{r} \right) = \frac{1}{2} n_x^r - 1 \left( \frac{x_n^r e_n^r}{n_x^r} - \frac{x_N^r e_N^r}{N_x^r} \right) + o_p\left(n_x^r\right). \tag{3.E.11}
\]
Partitioning \( x_N^r e_N^r \) into
\[
\begin{pmatrix}
x_n^r \\
x_N^r - n_x^r
\end{pmatrix}
\begin{pmatrix}
e_n^r \\
e_N^r - n_x^r
\end{pmatrix},
\]
we obtain
\[
x_n^r e_n^r - f_r x_N^r e_N^r = (1-f_r)x_n^r e_n^r - f_r x_N^r - n_x^r e_N^r - n_x^r. \tag{3.E.12}
\]
Now

\[ x'_{n_r} e_{n_r} = [\sum_{i=1}^{n_r} x_i e_i', \sum_{i=1}^{n_r} x_i^2 e_i', \ldots, \sum_{i=1}^{n_r} x_i^p e_i']' \]

and

\[ x'_{N_r - n_r} e_{N_r - n_r} = [\sum_{i=n_r+1}^{N_r} x_i e_i', \sum_{i=n_r+1}^{N_r} x_i^2 e_i', \ldots, \sum_{i=n_r+1}^{N_r} x_i^p e_i']'. \]

Now \( E[x_{rij} e_i] = 0, j=1, 2, \ldots, p \) and \( E[(x_{rij} e_i)^2] < \infty \) for \( j=1, 2, \ldots, p \). Furthermore, the vectors \((x_{rij} e_i, x_{rij} e_i', \ldots, x_{rij} e_i')\), \( i=1, 2, \ldots \) are independently and identically distributed.

Let \( \lambda \) be an arbitrary nonzero \((p \times 1)\) vector, and consider

\[ S_{\lambda} = n_r^{-\frac{1}{2}} \lambda' (1-f_r) x'_{n_r} e_{n_r} \]

\[ = n_r^{-\frac{1}{2}} \sum_{j=1}^{p} \lambda_j (1-f_{r_j}) \sum_{i=1}^{n_r} x_{rij} e_i'. \]

First, note that

\[ E[S_{\lambda}] = n_r^{-\frac{1}{2}} \lambda' (1-f_r) E[x'_{n_r} e_{n_r}] \]

\[ = 0 \]
for all $n_r$. Second, note that

$$E[(S_{x1})^2] = \frac{1}{n_r} (1-f_r)^2 \lambda E[(x'_{n_r} n_r)(x'_{n_r} n_r)] \lambda$$

$$= (1-f_r)^2 \lambda \theta \lambda$$

In a similar manner,

$$S_{x2} = (N_r - n_r)^{-\frac{1}{2}} \lambda f_r^{\frac{1}{2}} (1-f_r)^{\frac{1}{2}} x'_{N_r - n_r} e_{N_r - n_r}$$

has mean zero and variance $f_r (1-f_r) \lambda \theta \lambda$. Hence, by the Lindeberg-Levy Central Limit Theorem [Rao, 1965, p. 108],

$$S_{x1} \xrightarrow{L} N(0, (1-f)^2 \lambda \theta \lambda)$$

and

$$S_{x2} \xrightarrow{L} N(0, f(1-f) \lambda \theta \lambda)$$

Since $S_{x1}$ and $S_{x2}$ are independent, it follows that

$$S_{x1} + S_{x2} \xrightarrow{L} N(0, f(1-f) \lambda \theta \lambda)$$

The required result follows by the multivariate central limit theorem (Theorem 2.C.1). //
Fuller [1973] noted that a consistent estimator of the variance of \( n_r \) \((b_r - B_r)\) is easily constructed by estimating the matrix \( \Theta \) by

\[
\hat{\Theta}_r = \frac{1}{n_r - p} \sum_{i=1}^{n_r} \hat{d}_{ri} \hat{d}_{ri}. 
\]

where

\[
\hat{d}_{ri} = x_{ri}^\prime \hat{e}_{ri} = y_{ri} - x_{ri} \hat{b}_r
\]

\[
x_{ri} = (x_{ril}, x_{rir}, \ldots, x_{rip})
\]

is the \(i^{th}\) row of the \((n_r \times p)\) matrix \(x_{ri}^\prime\).

**Theorem 3.E.2 (Fuller)**

Given the stated assumptions, a consistent estimator for \((b_r - B_r)\) is

\[
\left( \begin{array}{c} x_{n_r}^\prime x_{n_r} \\ \frac{n_r}{n_r} \end{array} \right)^{-1} \left( \frac{\hat{\Theta}_r}{n_r} \right) \left( \frac{x_{n_r}^\prime x_{n_r}}{n_r} \right)^{-1}
\]

where

\[
\hat{\Theta}_r = (1 - f_r) \frac{1}{n_r} \sum_{i=1}^{n_r} \hat{d}_{ri} \hat{d}_{ri}.
\]
\( \hat{d}_{ri} = x_{ri} \hat{e}_{ri} \)

\( \hat{e}_{ri} = y_{ri} - x_{ri} b_r \)

**Proof:**

The \( m^{th} \) element of \( \hat{\theta}_r \) is

\[
(1 - r_\tau) \frac{1}{n_r} \sum_{i=1}^{n_r} \hat{d}_{ril} \hat{d}_{rim} \]

where

\[
\hat{d}_{rim} = x_{rim} \hat{e}_{ri}, \quad m = 1, 2, \ldots, p.
\]

\[
\frac{1}{n_r} \sum_{i=1}^{n_r} \hat{d}_{ril} \hat{d}_{rim} = \frac{1}{n_r} \sum_{i=1}^{n_r} x_{ril} [e_{ri} - x_{ri} (b_r - \beta)]
\]

\[
= \frac{1}{n_r} \sum_{i=1}^{n_r} x_{ril} x_{rim} e_{ri}^2 - \frac{1}{n_r} \sum_{i=1}^{n_r} e_{ri} x_{ril} x_{rim} (b_r - \beta)
\]

\[
- \frac{1}{n_r} \sum_{i=1}^{n_r} e_{ri} x_{ril} x_{rim} (b_r - \beta) + (b_r - \beta)' T_r (b_r - \beta)
\]

where the \( hq^{th} \) element of \( T_r \) given by
\[ \frac{1}{n_x} \sum_{i=1}^{n_x} \hat{d}_{ril} \hat{d}_{rim} = \frac{1}{n_x} \sum_{i=1}^{n_x} \hat{d}_{ril} \hat{d}_{rim} \hat{e}_i \rightarrow \mathbb{E}[\hat{d}_{ril} \hat{d}_{rim} \hat{e}_i] \]

By the Weak Law of Large Numbers,

\[ \frac{1}{n_x} \sum_{i=1}^{n_x} \hat{d}_{ril} \hat{d}_{rim} \hat{e}_i \rightarrow \mathbb{E}[\hat{d}_{ril} \hat{d}_{rim} \hat{e}_i] \]

and the result follows. //
IV. ERRORS-IN-VARIABLES

A. Introduction

The study of errors-in-variables dates from the 19th century. Literature reviews devoted to this topic are contained in Kendall and Stuart [1961], Madansky [1959], Cochran [1968], Malinvaud [1966], Moran [1971], and Wolter [1974]. The problem at hand is the estimation of regression coefficients and their associated variances given that the input variables are subject to error. It has been demonstrated that data collected from human respondents, contains errors and inaccuracies. The U.S. Bureau of the Census [1972] has reported estimates of the response variance as a percent of total variance that range from 0.5 percent for items such as 5 year age classes to 40 percent for income classes.

1. The model

Let \((\Lambda, F, P)\) be a probability space, with \(\mathcal{H} \subset \mathbb{R}^P\), and \(n\) an integer larger than \(p\). Let \(\{z_t\}_{t=1}^{\infty}\) and \(\{\epsilon_t\}_{t=1}^{\infty}\) be sequences of \(p\)-dimensional vectors; that is, a sequence of real valued functions, with argument \((\omega)\), which are measurable \((\Lambda, F)\). We denote the elements of \(\mathcal{H}\) by \(\theta\), where \(\theta\) are \((p \times 1)\) vectors.

We define a linear regression errors-in-variables model as

\[
f(z_t; \theta) = z_t \theta \quad t=1, 2, \ldots, \tag{4.A.1}
\]

\[= 0,\]
where
\[ z_t = (y_t, x_t) \subseteq \mathbb{R}^{p+1}, \]
\[ \theta \epsilon \otimes \subseteq \mathbb{R}^p \]
\[ f: \mathbb{R}^{p+1} \times \otimes \rightarrow \mathbb{R}^1, \]
f being a Lebesgue measurable function. Let
\[ Z_t = z_t + e_t. \]

We have an errors-in-variables problem if the true value \( z_t \) can be observed only through \( Z_t \).

The errors-in-variables model can be written in a more familiar form. Let
\[ \{y_t\}^{\infty}_{t=1}, \{x_t\}^{\infty}_{t=1}, \{e_t\}^{\infty}_{t=1}, \{u_t\}^{\infty}_{t=1}, \{Y_t\}^{\infty}_{t=1}, \{X_t\}^{\infty}_{t=1} \]
be a sequence of random variables.

The errors-in-variables model is
\[ y = x \beta_1, \quad (4.1.4) \]
where \( y \) is an \((n \times 1)\) vector, \( x \) is an \((n \times p)\) matrix and \( \beta_1 \) is a \((p \times 1)\) vector. The elements of \( \beta_1 \) are unknown parameters that are to be estimated. \( y \) and \( x \) can be observed through \( Y \) and \( X \) where,
\[ Y = y + e, \]
\[ X = x + u \quad (4.A.5) \]

\( Z, z \) and \( \varepsilon \) are \((n \times (p+1))\) matrices defined as

\[ Z = (Y, X) , \]

\[ z = (y, x) , \quad (4.A.6) \]

\[ \varepsilon = (e, u) \]

and

\[ \beta = \begin{pmatrix} 1 \\ \beta_1 \end{pmatrix} . \]

Using (4.A.5) and (4.A.6), the errors-in-variables model can be written as in (4.A.1), namely

\[ z\beta = 0 \quad (4.A.7) \]

where we observe \( Z, Z = z + \varepsilon \). We assume that

\[ \mathbb{E}(\varepsilon_t) = 0 \quad (4.A.8) \]

for all \( t \) and

\[ \mathbb{E}(\varepsilon_t^t \varepsilon_s^t) = \begin{pmatrix} \sigma_{e_t e_s} & \tau_{e_t u_s} \\ \tau_{u_t e_s} & \tau_{u_t u_s} \end{pmatrix} . \quad (4.A.9) \]
Throughout the rest of this chapter, we will assume that

\[ \psi_{ts} = \psi \text{ for } t = s \]

= 0 otherwise ,

and that \( \epsilon_t \) is independent of \( z_t \) for all \( t \) and \( s \). We introduce the vector of residuals \( v \) as

\[ v = \epsilon \beta = e - u \beta \]

(4.A.10)

If \( u \) and \( e \) in equation (4.A.5) are nonzero, Adcock [1877, 1878] suggested a procedure that has been called an "orthogonal regression". The orthogonal regression procedure minimizes the sum of squares of the perpendicular distances from the fitted line to the data points. This method's weakness is that the orthogonal regression estimator is not invariant under transformations of the coordinate system.

Kummell [1879] proposed a solution to this noninvariance by assuming that the ratio \( \sigma_u^2 / \sigma_e^2 \) is known. His procedure was to minimize the sum of squares of the weighted distances from the observed points to the fitted line, where the weights are proportional to the inverses of the variances of \( e_t \) and \( u_t \).

Koopman [1937] found the maximum likelihood estimator for the functional model \( \epsilon_t \sim \text{NID}(0, \psi) \), \( \psi \) known up to a multiple. He also derived the approximate covariance matrix of the estimator under the assumption that the structural relationship case holds, and then only when \( \psi^{-1} \left( \frac{1}{n} u' u \right) \) is small, where \( \psi_{xx} \) is the covariance matrix
of the distribution of \( x \).

Assuming \( \beta \) unknown, but an estimate \( S \) of \( \beta \) available, F. S. Acton [1959] suggested the estimator of \( \beta \) obtained by replacing \( \beta \) by \( S \) in Koopman's maximum likelihood estimator.

Villegas [1961] considered the case of unknown \( \beta \). He obtained the maximum likelihood estimator, provided that \( S \) was distributed as a Wishart \( W(\beta, n) \) independent of \( Z_t, t=1, 2, \ldots, n \).

Fuller [1971] considered several different structures of the functional relationship. He modified the maximum likelihood estimators in such a way that the existence of finite moments is guaranteed. He derived the asymptotic distribution of each estimate, and showed his estimators to have smaller mean square error than the usual maximum likelihood estimates.

B. An Errors-in-variables Regression Model for Clusters

Fuller [1973] considered the following model for a population divided into clusters. Let

\[
Y_{ij} = \sum_{k=0}^{p} \beta_k x_{ijk}
\]

\( i=1, 2, \ldots, n \)

\[
Y_{ij} = y_{ij} + e_{ij}
\]

\( j=1, 2, \ldots, m_i \).

\[
x_{ijk} = x_{ijk} + u_{ijk}
\]
where the index \( i \) denotes primary units and the index \( j \) secondary units.

Assume that \( Y_{ij} \) and \( x_{ijk} \) are drawn from an infinite multivariate population satisfying the following assumptions. Express the \( ij^{th} \) observation in a population of \( N \) primaries of size \( m_i \) as

\[
d_{ij} = u_{ij} + \delta_{ij} \quad i=1, 2, \ldots, N,
\]

\[
j=1, 2, \ldots, m_i.
\]

It is assumed that the vectors

\[
(u_{ij}, m_i, \delta_{ij}^2) \quad i=1, 2, \ldots, N
\]

are a random sample from a multivariate population with finite sixth moments. Assume that \( E(M_i u_{ij}) = 0 \). Conditional upon the selection of cluster sizes it is assumed that the \( \delta_{ij} \) are chosen from an infinite population with zero mean, variances \( \delta_{ij}^2 \), and bounded third moment. Assume that the primary sampling rate, \( 0 < f_1 < 1 \) is fixed. Let \( g_{2i}, 1 \geq g_{2i} > 0 \quad i=1, 2, \ldots \)

be a fixed sequence, \( m_i \) the smallest integer greater than or equal to \( g_{2i} m_i \).

Assume that \( E(e_{ij} | x_{ij}.) = 0 \) for all \( x_{ij} \), where \( x_{ij} \) is the vector of observations of the independent variables. Assume that the observed \( x_{ijk} \) are the sum of the unobservable true value, \( x_{ijk} \), and an error of measurement, \( u_{ijk} \). Assume that the error of
measurement has expected value zero for all $x_{ijk}$, $u_{ijk}$ is independent of $u_{ijk}$, \( i \neq i' \), and the fifth moment of $u_{ijk}$ is uniformly bounded. Let

$$E\left( \begin{pmatrix} Y_{ij} \\ X_{ij}' \end{pmatrix} \right) = \begin{pmatrix} \sigma^2 & \xi_{yx} \\ \xi_{xy} & \xi_{xx} \end{pmatrix} + \begin{pmatrix} \sigma_e^2 & \xi_{eu} \\ \xi_{ue} & \xi_{uu} \end{pmatrix}$$

where $\xi_{eu}$ and $\xi_{uu}$ are known, and $\xi_{xx}$ is nonsingular.

**Theorem 4.B.1** (Fuller)

Given the stated assumptions

$$n^{\frac{1}{2}} \left( \hat{\beta} - \beta \right) \xrightarrow{L} N(0, \xi_{xx}^{-1} \xi_{xu} \xi_{uu}^{-1})$$

and

$$(\hat{\xi}_{xx} - \xi_{uu})^{-1} \xi (\hat{\xi}_{xx} - \xi_{uu})^{-1}$$

is a consistent estimator for the variance of $\hat{\beta}$, where

$$\hat{\beta} = (\hat{\xi}_{xx} - \xi_{uu})^{-1} (\hat{\xi}_{xy} - \xi_{ue})$$

$$\hat{\xi}_{xx} = \frac{1}{nM} \sum_{i=1}^{M} \sum_{j=1}^{m_i} (X'_{ij} - \bar{X}_j)^2$$
\begin{align*}
\hat{t}_{XY} &= \frac{1}{nM} \sum_{i=1}^{n} \sum_{m_i} m_i \sum_{j=1}^{m_i} x_{ij} \cdot y_{ij} \\
G &= \text{NE}\{(\hat{t}_{XV} - \hat{t}_{uv})(\hat{t}_{vx} - \hat{t}_{vu})\} \\
\sim \hat{d}_{i..} &= \hat{x}_{i..} \hat{v}_{i..} \\
\hat{d}_{i..} &= \frac{1}{n} \sum_{m_i} m_i \sim \hat{d}_{i..} \\
\bar{d}_{i..} &= \frac{1}{nM} \sum_{i=1}^{n} M_i \hat{d}_{i..} \\
\sim v_{ij} &= y_{ij} - \hat{x}_{ij} \cdot \beta \\
\overline{N} &= \frac{1}{n} \sum_{i=1}^{n} M_i \\
\hat{t}_{XV} &= \frac{1}{nM} \sum_{i=1}^{N} M_i \sum_{j=1}^{m_i} x_{ij} \cdot \hat{v}_{ij} \\
v_{ij} &= y_{ij} - \hat{x}_{ij} \cdot \beta \\
\text{Proof: See Fuller [1973].} 
\end{align*}
C. Model for Clustered Data Subject to Error

1. Introduction

Fuller and Battese [1973] considered the following model for clustered data,

\[ y_{it} = \sum_{l=1}^{p} x_{itl} \beta_l + d_{it}, \quad t=1, 2, \ldots, n_i; \quad i=1, 2, \ldots, k \]

and

\[ d_{it} = w_i + s_{it} \]

where \( y_{it} \) denotes the value of the \( t \)th observation within the \( i \)th primary; \( x_{itl}, l=1, 2, \ldots, p \), denotes the levels of the \( p \) control variables at which the observation \( y_{it} \) is obtained (\( x_{itl} \) is assumed to be fixed); \( \beta_l, l=1, 2, \ldots, p \), denotes the unknown parameters to be estimated; and \( d_{it} \), the random error associated with \( y_{it} \) is assumed the sum of the random effect associated with the \( i \)th primary \( (w_i) \) and the random effect associated with the \( t \)th observation for the \( i \)th primary \( (s_{it}) \).

The random errors \( w_i \) and \( s_{it} \) are assumed independently distributed with zero means and variances \( \sigma_w^2 \) and \( \sigma_s^2 \), respectively. The covariance structure for the random errors \( d_{it} \) is expressed by,

\[ E(d_{it}d_{i't'}) = \sigma_w^2 + \sigma_s^2, \quad \text{if } i=i', \ t=t' \]
\[
= \sigma_w^2, \quad \text{if } i=i', \ t \neq t' \n
= 0, \quad \text{otherwise.}
\]

Fuller and Battese transformed the above model from one of generalized least squares to one of simple least squares as follows.

\[
y_{it} - \bar{y}_i = \sum_{l=1}^{p} (x_{itl} - \bar{x}_{i.l}) \beta_l + d^*_it
\]

where

\[
\alpha_i = 1 - \left[\frac{\sigma^2_s}{(\sigma^2_s + n_i \sigma^2_w)}\right]^{\frac{1}{2}}
\]

and \(\bar{y}_i, \bar{x}_{i.l}, l=1, 2, \ldots, p\) denote the averages of the \(n_i\) y- and x-measurements in the \(i^{th}\) primary unit. The \(d^*_it\) where

\[
d^*_it = d_{it} - \alpha_i \bar{d}_i.
\]

\[
\bar{d}_i = \frac{1}{n_i} \sum_{t=1}^{n_i} d_{it}
\]

are uncorrelated and have variances \(\sigma^2_s\). We investigate this cluster model when y and x are subject to measurement error.
2. The model and assumptions

We assume the errors-in-variables model

\[ y_{it} = x_{it} \beta_1 \]

\[ x_{it} = x_{it} + u_{it} \quad (4.C.1) \]

\[ y_{it} = y_{it} + d_{it} \]

where

\[ i=1, 2, \ldots, k \quad \text{and} \quad t=1, 2, \ldots, n_i \]

\( \beta_1 \) is a px1 vector of unknown parameters. The following assumptions will be utilized in analyzing model (4.C.1).

i) \( \epsilon_{it} = (d_{it}, u_{it}) \) is an \( n_i \times (\text{px}1) \) matrix of random variables distributed independently of \( x_{jm} \) for all \( i, t, j \) and \( m \). For \( i \neq i' \), \( \epsilon_{it} \) is distributed independently of \( \epsilon_{i't'} \). For each primary unit \( i \), \( u_{it} \) is distributed independently of \( u_{it'}, t \neq t' \).

ii) \( d_{it} \) is independent of \( u_{jm} \) for all \( i, j, m \) and \( t \).

iii) For each primary unit \( i \)

\[ d_{it} = w_{i} + s_{it}, \quad (4.C.2) \]

where the random errors \( w_{i} \) and \( s_{it} \) are independently distributed with zero means and variances \( \sigma_w^2 \) and \( \sigma_s^2 \).
respectively. The covariance structure for the random errors $d_{it}$ is expressed by,

\[
E(d_{it} d_{it'}) = \begin{cases} 
\sigma_w^2 + \sigma_s^2, & \text{if } i = i', \ t = t' \\
\sigma_w^2, & \text{if } i = i', \ t \neq t' \\
0, & \text{otherwise.}
\end{cases}
\]

iv) $w_i \sim \text{NID}(0, \sigma_w^2)$, $s_{it} \sim \text{NID}(0, \sigma_s^2)$ and $u_{it} \sim \text{NID}(0, \delta_{uu})$ where $w_i$, $s_{it}$ and $u_{it}$ are independent for all $i$, $i'$, $i''$, $t$ and $t'$.

Model 4.C.1 may be written as

\[
Y_{it} = y_{it} + d_{it}
\]

\[
= x_{it} \beta_1 + d_{it}
\]

\[
= (X_{it} - u_{it}) \beta_1 + d_{it}
\]

\[
= X_{it} \beta_1 + (d_{it} - u_{it} \beta_1)
\]

\[
= X_{it} \beta_1 + v_{it},
\]

where

\[
v_{it} = d_{it} - u_{it} \beta_1.
\]
We write the linear model (4.C.3) as

\[ Y = X \beta_1 + v \]  

(4.C.5)

where

\[ Y = (Y_1', Y_2', \ldots, Y_k'), \quad Y_i' = (Y_{i1}', Y_{i2}', \ldots, Y_{in_i}'), \]

\[ i=1, 2, \ldots, k, \]

\[ v = (v_1', v_2', \ldots, v_k'), \quad v_i' = (v_{i1}', v_{i2}', \ldots, v_{in_i}'), \]

and the \( X \) matrix is constructed similarly. We assume that the \((n \times p)\) matrix in (4.C.5) is a matrix of observed variables and has rank \( p \), where \( n \) denotes the number of observations on the \( Y \)-variable

\[ (i.e., \ n = \sum_{i=1}^{k} n_i). \]

Now, we express the random error \( v_{it} \) associated with \( Y_{it} \) in model (4.C.3) as the sum of the random effect associated with the \( i^{th} \) sample primary \( (w_i) \) and the random effect associated with the \( t^{th} \) observation in the \( i^{th} \) primary \( (\delta_{it}) \). That is,

\[ v_{it} = (w_i + s_{it}) - u_{it} \beta_1 \]

\[ = w_i + (s_{it} - u_{it} \beta_1), \]
and letting

\[ \delta_{it} = s_{it} - u_{it} \beta_1, \]  

(4.C.6)

write

\[ v_{it} = w_i + \delta_{it}. \]

By assumption iv), \( w_i \) is independent of \( \delta_{it} \). Denote the covariance matrix for \( (u_{it}; v_{it}) \), \( i=1, 2, \ldots, k; t=1, 2, \ldots, n_i \), as \( \Omega_{uv} \) where

\[ \Omega_{uv} = E(u_{it}' v_{it}) \]

\[ = E[u_{it}' (d_{it} - u_{it} \beta_1)] \]

\[ = - \Omega_{uu} \beta_1. \]

To consider the large-sample properties of this model, we consider the sequence of estimators indexed by \( n \) where

\[ n = \sum_{i=1}^{k} n_i \]

is the sample size. We shall also need the assumption:

v) The elements of \( y \) and \( x \), where

\[ Y = y + d \]
and

\[ X = x + u, \quad (4.5) \]

are uniformly bounded for all \( n \). The cluster size \( n_i \) is bounded for all \( i=1, 2, \ldots, k \).

3. Estimation

Given the assumptions on the random errors \( w_i \) and \( \delta_{it} \), the covariance matrix of \( v_i = (v_{i1}, v_{i2}, \ldots, v_{in_i}) \) is an \( n_i \times n_i \) block diagonal matrix \( A_i \) where

\[ A_i = \sigma_\delta^2 I_{n_i} + \sigma_w^2 J_{n_i}, \]

\( I_{n_i} \) is the identity matrix of order \( n_i \), and \( J_{n_i} \) is the \((n_i \times n_i)\) matrix with all elements equal to one.

The characteristic roots of \( A_i \) are

\[ \lambda_1 = \sigma_\delta^2 + n_i \sigma_w^2 \]

\[ \lambda_2 = \lambda_3 = \ldots = \lambda_{n_i} = \sigma_\delta^2, \]

with corresponding eigenvectors.
The \( n_i \) equations for the \( i^{th} \) primary unit can be written as

\[
Y_i = X_i \beta_1 + v_i \quad i = 1, 2, \ldots, k \tag{4.6.9}
\]

where

\[
Y_i' = (Y_{i1}, Y_{i2}, \ldots, Y_{in_i})',
\]

\[
v_i' = (v_{i1}, v_{i2}, \ldots, v_{in_i})',
\]

\( X_i \) is the \( n_i \times p \) matrix of observed independent variables associated with the \( i^{th} \) cluster.

Transform the \( n_i \) equations for the \( i^{th} \) primary unit to

\[
G_i = F_i \beta_1 + \nu_i \tag{4.6.10}
\]
where

\[ G_i = \Gamma_i^2 v_i, \]
\[ F_i = \Gamma_i^2 x_i, \]
\[ \nu_i = \Gamma_i^2 v_i \]

and

\[
\Gamma_i = \begin{bmatrix}
\frac{\sigma^2}{\frac{\sigma^2}{n_i(\sigma^2 + n_i \sigma^2_w)}}, & \frac{1}{\sqrt{2}}, & \ldots, & \frac{1}{\sqrt{n_i(n_i-1)}} \\
\frac{\sigma^2}{n_i(\sigma^2 + n_i \sigma^2_w)}, & \frac{-1}{\sqrt{2}}, & \ldots, & \frac{1}{\sqrt{n_i(n_i-1)}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\sigma^2}{n_i(\sigma^2 + n_i \sigma^2_w)}, & 0, & \ldots, & -\frac{n_i-1}{\sqrt{n_i(n_i-1)}} 
\end{bmatrix}. \]  \quad (4.C.11)

**Lemma 4.C.1**

Given that the random errors \( v_{ij}, j=1, 2, \ldots, n_i; i=1, 2, \ldots, k \) have covariance structure
\( E(v_{ij}v_{i'j'}) = \sigma_w^2 + \sigma_0^2, \quad \text{if } i=i', j=j' \)

\( = \sigma_w^2, \quad \text{if } i=i', j\neq j' \)

\( = 0, \quad \text{otherwise}; \)

then the transformed errors \( \nu_{ij} \), where

\[
\nu_{il} = \frac{\sigma_0^2}{n_i(\sigma_0^2 + n_i\sigma_w^2)} \sum_{j=1}^{n_i} v_{ij};
\]

and

\[
\nu_{il} = \frac{1}{\sqrt{1(l-1)}} \left[ \sum_{j=1}^{l-1} v_{ij} - (l-1) \nu_{il} \right], \quad l=2, 3, \ldots, n_i,
\]

are uncorrelated and have variance \( \sigma_0^2 \).

Proof:

The proof is by direct substitution. //

Given the model with uncorrelated measurement errors

\( Y = X \beta_1 + v, \)

\( X = x + u, \)

\( Y = y + d, \)
where

\[(d; u) \sim \text{NID} \begin{pmatrix} 0 \\ \sigma^2_d \\ 0 \\ 0 \\ t_{uu} \end{pmatrix},\]

an estimator of \( \beta \) is

\[\hat{\beta} = (X'X - n^2t_{uu})^{-1}X'Y.\]  \hspace{1cm} (4.C.12)

Note that in such a case

\[E(X'X) = x'x + n^2t_{uu}.\]

In our problem the expected value of the matrix of squares and products of transformed \( X \)'s is:

\[E(F'F) = \sum_{i=1}^{k} E(F_i'F_i) \]

\[= \sum_{i=1}^{k} \left\{ f_i'f_i + \left[ \frac{\sigma^2}{\sigma^2_\delta + n_i\sigma^2_w} + (n_i-1) \right] t_{uu} \right\}, \hspace{1cm} (4.C.13)\]

where

\[F_i = f_i + \eta_i,\]

\[f_i = \Gamma_i' x_i,\]  \hspace{1cm} (4.C.14)

\[\eta_i = \Gamma_i' u_i.\]
Model 4.C.4, is transformed to

\[ G = F \beta_1 + \nu \] (4.C.15)

where

\[ G = g + \zeta \] (4.C.16)

\[ F = f + \eta \] (4.C.17)

\[ g = f \beta_1 \] (4.C.18)

\[ G = (G_1, G_2, \ldots, G_k)' \]

\[ F = (F_1, F_2, \ldots, F_k)' \]

\[ g = (g_1, g_2, \ldots, g_k)' \]

\[ f = (f_1, f_2, \ldots, f_k)' \]

\[ \zeta = (\zeta_1, \zeta_2, \ldots, \zeta_k)' \]

\[ \eta = (\eta_1, \eta_2, \ldots, \eta_k)' \]

\[ \beta_1 = (\beta_{i1}, \beta_{i2}, \ldots, \beta_{ip})' \]

\[ G_i = \Gamma_i y_i, \; g_i = \Gamma_i y_i, \; F_i = \Gamma_i x_i, \; f_i = \Gamma_i x_i , \]
\( \zeta_i = \Gamma'_i d_i \) and \( g_i = \Gamma'_i y_i \) for \( i = 1, 2, \ldots, k \).

In view of equations (4.C.12) and (4.C.13), it is natural to define an estimator of \( \beta_1 \) for the cluster model as

\[
\hat{\beta}_1 = (F'F - n^* \mathbf{1}_u \mathbf{1}_u')^{-1} F'G
\]  

where

\[
n^* = \sum_{i=1}^{k} \left[ \frac{\sigma^2}{\sigma^2 + n_i \sigma^2_w} \right] + (n_i - 1) .
\]

We make the following assumption for the transformed model (4.C.5),

vi) \( \frac{1}{n^*} f'f \) is a positive definite matrix for all \( n^* \) and \( n \)

\[
\lim_{n^* \to \infty} \frac{1}{n^*} f'f = M^* .
\]

4. Variance of the regression coefficients given normal error structure

In the main theorem of this section, we will utilize the following lemma, concerning the fourth moments of a multivariate normal distribution.
Lemma 4.C.2

Suppose \( Z_1, Z_2, \ldots, Z_n \) are independent \((p+1)\) dimensional vectors, where \( Z_i, i=1, 2, \ldots, n \) is distributed according to

\[
Z_i = \begin{pmatrix} u_i \\ v_i \end{pmatrix} \sim N \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} \Sigma_{uu} & \Sigma_{uv} \\ \Sigma_{vu} & \sigma_v^2 \end{pmatrix} \right),
\]

\( u_i \) being a \( px1 \) vector and \( v_i \) a scalar. Then

\[
E\left[ \left( \frac{1}{n} \sum_{i=1}^{n} u_i'v_i - \Sigma_{uv} \right) \left( \frac{1}{n} \sum_{i=1}^{n} u_i'v_i - \Sigma_{uv} \right)' \right] = \frac{1}{n} \left( \sigma_v^2 \Sigma_{uu} + \Sigma_{uv}\Sigma_{vu} \right).
\]

Proof:

Denote the \((k,l)\)th element of \( \Sigma_{uu} \) by \( \sigma_{u_ku_l} \) and the \(k\)th element of \( \Sigma_{uv} \) by \( \sigma_{u_kv} \). We proceed to find the expectation of the \((k,l)\)th element of

\[
\left( \frac{1}{n} \sum_{i=1}^{n} u_i'v_i - \Sigma_{uv} \right) \left( \frac{1}{n} \sum_{i=1}^{n} u_i'v_i - \Sigma_{uv} \right)',
\]

where this element is:

\[
a_{kl} = \left( \frac{1}{n} \sum_{i=1}^{n} u_i k v_i - \sigma_{u_k v} \right) \left( \frac{1}{n} \sum_{i=1}^{n} u_i l v_i - \sigma_{u_l v} \right).
\]
Now,

\[ E(a_{kl}) = E\left(\frac{1}{n} \sum_{i=1}^{n} u_{ik} v_i - \sigma_{ukv}\right) \frac{1}{n} \sum_{i=1}^{n} u_{il} v_i - \sigma_{ulv} \right) \]

\[ = E\left[\frac{1}{n} \sum_{i=1}^{n} u_{ik} u_{il} v_i^2\right] + E\left[\frac{1}{n^2} \sum_{i \neq j} u_{ik} u_{jl} v_i v_j\right] - \sigma_{ukv} \sigma_{uuv} \cdot \]

\[ = \frac{1}{n} \left(\sigma_{u_k u_l} \sigma_v^2 + 2\sigma_{u_k v} \sigma_{u_l v}\right) + \frac{n(n-1)}{n^2} \sigma_{u_k u_l} \sigma_{u_l v} \cdot \]

\[ - \sigma_{ukv} \sigma_{u_u u_l} \cdot \]

\[ = \frac{1}{n} \left(\sigma_{u_k u_l} \sigma_v^2 + \sigma_{u_k v} \sigma_{u_l v}\right) \cdot \]

Hence, we obtain the required result. //

We now state and prove the main theorem of this section.

**Theorem 4.C.1**

Given assumptions i) - vi), for the cluster model with errors-in-variables, the estimator

\[ \hat{\beta}_1 = (F'F - n^*\hat{\Sigma}_{uu})^{-1} F'G \]

is such that the limiting distribution of \( n^{*\frac{1}{2}}(\hat{\beta}_1 - \beta_1) \) is normal with mean zero and covariance matrix,
\[
M^{-1}_{xx} \sigma_2 \delta + M^{-1}_{xx} [\sigma_2 \delta^{uu} + (1-c_*) \delta^{uv} \delta^{vu}] M^{-1}_{xx}
\]

where

\[
c_* = \lim_{k \to \infty} \sum_{i=1}^{k} \frac{n_i \sigma_2 \delta w}{(\sigma_2^2 + n_i \sigma_w^2)^2}
\]

is assumed to exist.

Proof:

Define

\[
M_{ff} = \frac{f' f}{n^*},
\]

\[
M_{fg} = \frac{f' g}{n^*},
\]

\[
a = \frac{1}{n^*} (f' \eta + \eta' f + \eta' \eta) - \delta^{uu},
\]

\[
b = \frac{1}{n^*} (\eta' g + f' \zeta + \eta' \zeta).
\]

Then

\[
\beta_1 = (M_{ff} + a)^{-1}(M_{fg} + b).
\]
From equations (4.C.15) through (4.C.18), we obtain

\[ \nu = \zeta - \eta \beta_1. \]

Now

\[ \tilde{\beta}_1 - \beta_1 = M^{-1}_{ff} (b - a \beta_1) + o_p(n^{-1}) \]  

(4.C.20)

where

\[ b - a \beta_1 = \frac{1}{n} F' \nu - \hat{t}_{uv}. \]  

(4.C.21)

Substituting (4.C.21) into (4.C.20),

\[ \tilde{\beta}_1 - \beta_1 = M^{-1}_{ff} \left( \frac{1}{n} F' \nu - \hat{t}_{uu} \beta_1 \right) + o_p(n^{-1}) \]

and hence,

\[ (\tilde{\beta}_1 - \beta_1)(\tilde{\beta}_1 - \beta_1)' = M^{-1}_{ff} \left( \frac{1}{n} F' \nu - \hat{t}_{uu} \beta_1 \right) \]

\[ \times \left( \frac{1}{n} F' \nu - \hat{t}_{uu} \beta_1 \right)' M^{-1}_{ff} + o_p(n^{-1/2}). \]  

(4.C.22)

We take the expectation of

\[ \left( \frac{1}{n} F' \nu - \hat{t}_{uu} \beta_1 \right) \left( \frac{1}{n} F' \nu - \hat{t}_{uu} \beta_1 \right)'. \]
\[ E\left(\frac{1}{n} \mathbf{f'} - \mathbf{r}_u \mathbf{r}_1 \left( \frac{1}{n} \mathbf{f'} - \mathbf{r}_u \mathbf{r}_1 \right)^{' \prime} \right) \]

\[ = E\left[ \frac{1}{n} (\mathbf{f'} + \mathbf{u'} - \mathbf{r}_u) \left[ \frac{1}{n} (\mathbf{f'} + \mathbf{u'}) - \mathbf{r}_u \right] \right] \]

\[ = \frac{1}{n} \sigma_M^2 + E\left[ \frac{1}{n} \mathbf{r'} - \mathbf{r}_u \right) \left( \frac{1}{n} \mathbf{r'} - \mathbf{r}_u \right) \right] . \quad (4.C.23) \]

Now,

\[ E\left[ \frac{1}{n} \mathbf{r'} - \mathbf{r}_u \right) \left( \frac{1}{n} \mathbf{r'} - \mathbf{r}_u \right) \right] \]

\[ = \frac{1}{n} E\left[ \left( \frac{1}{n} \mathbf{r'} - \mathbf{r}_u \right) \left( \frac{1}{n} \mathbf{r'} - \mathbf{r}_u \right) \right] . \quad (4.C.24) \]

Furthermore, we may decompose \( \mathbf{r'} - \mathbf{r}_u \) into the sum of \( k \) independent random variables:

\[ \mathbf{r'} - \mathbf{r}_u = \sum_{i=1}^{k} \left( \mathbf{r'}_i - \mathbf{r}_u \right) \left( \mathbf{r'}_i - \mathbf{r}_u \right) . \quad (4.C.25) \]

Next, we partition \( \mathbf{r'}_i \) and \( \mathbf{r}_i \) into

\[ \begin{pmatrix} \mathbf{r'}_{i1} \\ \mathbf{r'}_{i2} \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} \mathbf{r}_i \\ \mathbf{r'}_{i2} \end{pmatrix} , \quad i=1, 2, \ldots, k; \]
respectively, where \( \eta_{i1} \) and \( \nu_{i1} \) are \( 1 \times p \) and \( 1 \times 1 \) vectors respectively, and, \( \eta_{i2} \) and \( \nu_{i2} \) are \( (n_i - 1) \times p \) and \( (n_i - 1) \times 1 \) matrices respectively.

Then the terms on the right-hand side of equation (4.C.25) may further be decomposed into

\[
\frac{1}{k} \sum_{i=1}^{k} \left[ \eta_{i1}' \nu_{i1} - \frac{\sigma^2}{\sigma_0^2 + n_1\sigma_w^2} \hat{t}_{uv} \right]
\]

\[
+ \frac{1}{k} \sum_{i=1}^{k} \left[ \eta_{i2}' \nu_{i2} - (n_i - 1) \hat{t}_{uv} \right].
\]

Define

\[
\eta_{22} \nu_2 = \sum_{i=1}^{k} \eta_{i2}' \nu_{i2}.
\]

Substituting definition (4.C.27) into equation (4.C.26),

\[
\eta' \nu - n^* \hat{t}_{uv} = \sum_{i=1}^{k} \left( \eta_{i1}' \nu_{i1} - \frac{\sigma^2}{\sigma_0^2 + n_1\sigma_w^2} \right) + \left[ \eta_{22}' \nu_2 - (n-k) \hat{t}_{uv} \right].
\]

Multiplying equation (4.C.24) by \( n^2 \) and substituting equation (4.C.28) into it, we obtain
\[ k \sum_{i=1}^{k} E(\eta_{l1} \nu_{i1} - \frac{\sigma_{\delta}^2}{\sigma_{\delta}^2 + n_i \sigma_w^2} \psi_{uv})(\nu_{i1} \eta_{l1} - \frac{\sigma_{\delta}^2}{\sigma_{\delta}^2 + n_i \sigma_w^2} \psi_{uv}) \]

\[ + E[\eta_{2} \nu_{2} - (n-k) \psi_{uv}] [\nu_{2} \eta_{2} - (n-k) \psi_{uv}] \]  
(4.C.29)

Now, \( \left( \begin{array}{c} \eta_{l1} \\ \nu_{i1} \end{array} \right) \) satisfies the conditions of Lemma 4.D.2 and hence,

\[ E(\eta_{l1} \nu_{i1} - \frac{\sigma_{\delta}^2}{\sigma_{\delta}^2 + n_i \sigma_w^2} \psi_{uv})(\nu_{i1} \eta_{l1} - \frac{\sigma_{\delta}^2}{\sigma_{\delta}^2 + n_i \sigma_w^2} \psi_{uv}) \]

\[ = \frac{\sigma_{\delta}^2}{\sigma_{\delta}^2 + n_i \sigma_w^2} \psi_{uv} \]
(4.C.30)

where

\[ \psi_{\eta_{l1} \nu_{1}} = E(\eta_{l1} \nu_{i1}) \]

\[ = \frac{\sigma_{\delta}^2}{\sigma_{\delta}^2 + n_i \sigma_w^2} \psi_{uv} , \]

\[ \sigma_{\nu_{1}}^2 = \sigma_{\delta}^2 \] by Lemma 4.C.1.

We show that

\[ E(\eta_{l1} \nu_{i1}) = \frac{\sigma_{\delta}^2}{\sigma_{\delta}^2 + n_i \sigma_w^2} \psi_{uv} . \]
Denote the $m^{th}$ element of $\eta_{ilm}$ by $\eta_{ilm}$. Hence

$$\sigma_{\eta_{ilm} \nu_{il}} = E(\eta_{ilm} \nu_{il})$$

$$= \frac{\sigma^2}{n_i(\sigma_\delta^2 + n_i\sigma_w^2)} E[\left(\sum_{j=1}^{n_i} u_{ijm}\right)\left(\sum_{l=1}^{n_i} v_{il}\right)]$$

$$= \frac{\sigma^2}{n_i(\sigma_\delta^2 + n_i\sigma_w^2)} E[\left(\sum_{j=1}^{n_i} u_{ijm}\right)\left(n_i w_i + \sum_{l=1}^{n_i} \delta_{il}\right)] .$$

Recall from equation (4.C.6) that,

$$\delta_{il} = s_{il} - u_{il} \theta_1 ,$$

hence

$$\sigma_{\eta_{ilm} \nu_{il}} = -\frac{\sigma^2}{n_i(\sigma_\delta^2 + n_i\sigma_w^2)} E(\sum_{l=1}^{n_i} u_{il} \theta_1)(\sum_{j=1}^{n_i} u_{ijm})$$

$$= -\frac{\sigma^2}{n_i(\sigma_\delta^2 + n_i\sigma_w^2)} E(\sum_{l=1}^{n_i} \sum_{k=1}^{p} u_{ilk} \theta_{lk})(\sum_{j=1}^{n_i} u_{ijm})$$

$$= -\frac{\sigma^2}{n_i(\sigma_\delta^2 + n_i\sigma_w^2)} E(\sum_{j=1}^{n_i} \sum_{k=1}^{p} u_{ijk} u_{ijm} \theta_{lk})$$.
Therefore equation (4.C.30) may be written as

\[
\sigma^2 \frac{\sigma^2}{\sigma^2 + n_1 \sigma_w^2} \mu_{uu} + \frac{\sigma^2}{\sigma^2 + n_1 \sigma_w^2} \mu_{uv} \mu_{vu}.
\]

(4.C.31)

We next show that \( \mathbb{E}(\eta_2 \nu_2) = (n-k)\mu_{uv} \). \( \eta_2 \nu_2 \) can be decomposed into

\[
\sum_{i=1}^{k} \eta_{i2} \nu_{i2}.
\]

Denote the \( m^{th} \) column of \( \eta_{i2} \) by \( \eta_{i2m} \) where the elements of \( \eta_{i2m} \) are \( (\eta_{i21m}, \eta_{i22m}, \ldots, \eta_i, 2, n_i - 1, m)'. \) The \( m^{th} \) element of \( \eta_{i2} \nu_{i2} \) is

\[
\sum_{j=1}^{n_i - 1} \eta_{i2jm} \nu_{i2m}.
\]

Hence

\[
\mathbb{E}(\eta_{i2jm} \nu_{i2j}) = \mathbb{E}\left[ \frac{1}{j(j-1)} \left( \sum_{k=1}^{j-1} u_{ikm} - (j-1)u_{i2jm} \right) \sum_{k=1}^{j-1} v_{ik} - (j-1)v_{ij} \right].
\]
\[
\frac{1}{j(j-1)} E\left[ \sum_{k=1}^{j-1} u_{ikm} -(j-1)u_{ijm} \right] \frac{1}{j(j-1)} E\left[ \sum_{k=1}^{j-1} (w_1 + \delta_{i1k}) -(j-1)(w_1 + \delta_{i1j}) \right] \\
= \frac{1}{j(j-1)} E\left[ \sum_{k=1}^{j-1} u_{ikm} -(j-1)u_{ijm} \right] \frac{1}{j(j-1)} E\left[ \sum_{k=1}^{j-1} u_{ik} \beta_1 -(j-1)u_{ij} \beta_1 \right] \\
= \frac{1}{j(j-1)} E\left[ \sum_{k=1}^{j-1} \sum_{l=1}^{p} u_{ikm} u_{ikl} \beta_{1l} +(j-1)^2 \sum_{l=1}^{p} u_{ijm} u_{ijl} \beta_{1l} \right] \\
= - \sum_{l=1}^{p} \sigma_{uv} \sigma_{l} \beta_{1l} \\
= \sigma_{uv} \sigma_{l} \beta_{1l} \\
\]

Hence, \( E(\eta_2 \nu_2) = (n-k)\sigma_{uv} \). The rows of \( \eta_2 \) are independently and identically distributed. The elements of \( \nu_2 \) are independently and identically distributed with variance \( \sigma_{0}^2 \). Therefore, using Lemma 4.C.2

\[
E[\eta_2^' \nu_2 - (n-k)\delta_{uv}] [\nu_2^' \eta_2 - (n-k)\delta_{vu}] \\
= (n-k) [\sigma_{\eta_2}^2 \delta_{\eta_2} \eta_2 + \delta_{\eta_2} \nu_2 \delta_{\nu_2} \nu_2],
\]

where

\[
\delta_{\eta_2} \nu_2 = \delta_{\nu_2} \eta_2 = E(\eta_2 \nu_2) = \delta_{uu}
\]
and $\sigma^2_{\gamma_2} = \sigma^2_6$. Therefore

$$
E[n_2 \gamma_2 - (n-k)\xi_{uv}] [\gamma_2 n_2 - (n-k)\xi_{vu}] = (n-k)[\sigma^2_6 \xi_{uu} + \xi_{uv} \xi_{vu}].
$$

(4.C.32)

Using equations (4.C.31) and (4.C.32), we may write equation (4.C.29) as,

$$
\sum_{i=1}^{k} \left[ \frac{\sigma^2_6}{\sigma^2_6 + n_i \sigma^2_w} \right] \xi_{uu} + \left( \frac{\sigma^2_6}{\sigma^2_6 + n_i \sigma^2_w} \right) \xi_{uv} \xi_{vu}
$$

+ (n-k) \left[ \sigma^2_6 \xi_{uu} + \xi_{uv} \xi_{vu} \right].

= [(n-k) + \sum_{i=1}^{k} \left( \frac{\sigma^2_6}{\sigma^2_6 + n_i \sigma^2_w} \right)] \sigma^2_6 \xi_{uu}

+ [(n-k) + \sum_{i=1}^{k} \left( \frac{\sigma^2_6}{\sigma^2_6 + n_i \sigma^2_w} \right)^2] \xi_{uv} \xi_{vu},

= n^* \left[ \sigma^2_6 \xi_{uu} + \xi_{uv} \xi_{vu} \right] + \sum_{i=1}^{k} \left( \frac{\sigma^2_6}{\sigma^2_6 + n_i \sigma^2_w} \right)

\times \left( \frac{\sigma^2_6}{\sigma^2_6 + n_i \sigma^2_w} - 1 \right) \xi_{uv} \xi_{vu}
Equation (4.C.24) may therefore be written as

\[
\frac{1}{n^*} M_{ff} \sigma_0^2 + \frac{1}{n^*} (\sigma_0^2 \mu_{uu} + \mu_{uv} \mu_{vu})
\]

\[- \frac{1}{n^*} \sum_{i=1}^{k} \frac{n_i \sigma_i^2 \sigma_w^2}{(\sigma_i^2 + n_i \sigma_w^2)^2} \mu_{uv} \mu_{vu}.\]

To establish the asymptotic normality of \( n^{\frac{1}{2}} (\beta_1 - \beta_1) \), we consider the linear combination

\[
n^{\frac{1}{2}} \lambda \tilde{M}_{ff} (\beta_1 - \beta_1)
\]

where \( \lambda \) is an arbitrary vector.

\[
n^{\frac{1}{2}} \lambda \tilde{M}_{ff} (\beta_1 - \beta_1) = n^{\frac{1}{2}} \lambda'(b_1 - a\beta_1) + O_p(n^{-\frac{1}{2}})
\]

\[
= n^{\frac{1}{2}} \sum_{i=1}^{k} \sum_{j=1}^{n_i} \sum_{t=1}^{p} \lambda_t (f_{ijt} + \eta_{ijt} - \sigma_{u_t v}) + O_p(n^{-\frac{1}{2}})
\]
= S^* + O_p(n^{-\frac{1}{2}}).

The random variables \( \sum_{t=1}^{p} \lambda_t (\iota_{ijt} \nu_{ij} + \eta_{ijt} \nu_{ij} - \sigma_{u_t} \nu) \)
are independent with mean zero and bounded third moments. If we denote the third moment by \( \gamma_{ij} \) and the second moment by \( \theta_{ij} \), then it is clear that

\[
\lim_{k \to \infty} \left( \frac{k}{\sum_{i=1}^{n_i} \sum_{j=1}^{n_j} \gamma_{ij}} \right)^{1/3} = 0,
\]

\[
\lim_{k \to \infty} \left( \frac{k}{\sum_{i=1}^{n_i} \sum_{j=1}^{n_j} \theta_{ij}} \right)^{1/2} = 0,
\]

and by Lسpunov's Central Limit Theorem, \( S^*_n \) converges in distribution to a normal random variable.

Since the \( \gamma_t \) are arbitrary, it follows that \( n^{1/2} (\beta_1 - \beta_1) \) converges in distribution to a p-dimensional normal random variable. //
5. An estimator for the variance of the regression coefficients given nonnormal error structure

We now consider the case where \( \varepsilon_{it} = (d_{it}; u_{it}) \) is not distributed as a multivariate normal. Recall that our estimator of \( \beta_1 \) is

\[
\tilde{\beta}_1 = \left( \frac{F'F}{n^*} - \frac{t_{uu}}{n^*} \right)^{-1} \frac{F'\varepsilon}{n^*}.
\]

(4.C.33)

\[
= \left( \frac{F'F}{n^*} - \frac{t_{uu}}{n^*} \right)^{-1} \left( \frac{F'F}{n^*} \beta_1 + \frac{F'\varepsilon}{n^*} \right)
\]

\[
= \left( \frac{F'F}{n^*} - \frac{t_{uu}}{n^*} \right)^{-1} \left[ \left( \frac{F'F}{n^*} - \frac{t_{uu}}{n^*} \right) \beta_1 + \left( \frac{F'\varepsilon}{n^*} + \frac{t_{uu} \beta_1}{n^*} \right) \right].
\]

Recall that \( \frac{t_{uv}}{n^*} = - \frac{t_{uu} \beta_1}{n^*} \).

(4.C.34)

Substituting (4.C.34) into (4.C.33),

\[
\tilde{\beta}_1 - \beta_1 = \left( \frac{F'F}{n^*} - \frac{t_{uu}}{n^*} \right)^{-1} \left( \frac{F'\varepsilon}{n^*} - \frac{t_{uv}}{n^*} \right).
\]

(4.C.35)

We may rewrite \( \frac{F'\varepsilon}{n^*} - \frac{t_{uv}}{n^*} \) as

\[
\frac{1}{n^*} \sum_{i=1}^{k} F_i' \varepsilon_i - \frac{t_{uv}}{n^*},
\]

(4.C.36)

where \( F_i \) is an \((n_i \times p)\) matrix and \( \varepsilon_i \) is an \((n_i \times 1)\) vector. We utilize model (4.C.1) and assume
vii) $w_i, s_{i't}$ and $u_{i't}$, are independent for all $i, i', i''$, $t$ and $t'$.

viii) The $4+\delta$, $\delta>0$, moments of $d_{it}$ and $u_{it}$, are finite and uniformly bounded for all $i=1, 2, \ldots, k$ and $t=1, 2, \ldots, n_i$.

ix) The fourth moments of $x_{it}$ are finite and uniformly bounded for all $i=1, 2, \ldots, k$, and $t=1, 2, \ldots, n_i$.

Define

$$b_k = \frac{1}{n} \sum_{i=1}^{k} \left[ (n_i - 1) + \frac{\sigma_2}{\sigma_2 + n_i \omega} \right]^2. \quad (4.37)$$

**Theorem 4.3.2**

Given assumptions i), ii), iii), v), vi), vii), viii), and ix),

$$n^{1/2} (\hat{\beta}_1 - \beta_1) \xrightarrow{L} N(0, M_{n}^{-1})$$

and

$$\left( \frac{F' F}{n} - \mathbf{I}_{uu} \right)^{-1} H_k \left( \frac{F' F}{n} - \mathbf{I}_{uu} \right)^{-1}$$

is a consistent estimator for the variance of $\hat{\beta}_1$, where

$$\hat{\beta}_1 = \left( \frac{F' F}{n} - \mathbf{I}_{uu} \right)^{-1} \frac{F' G}{n}$$
\[ H_k = n^* \mathbb{E} \left[ \left( \frac{\mathbf{F}' \mathbf{V}}{n^*} - \mathbf{t}_{uv} \right) \left( \frac{\mathbf{F}' \mathbf{V}}{n^*} - \mathbf{t}_{uv} \right)' \right] \]

\[ \mathbf{\tilde{d}}_{i..} = \frac{1}{n^*} \sum_{i=1}^{n} \mathbf{d}_{ij} \]

\[ \mathbf{\tilde{d}}_{i..} = \sum_{j=1}^{n} \mathbf{d}_{ij} \]

\[ \mathbf{\tilde{d}}_{i..} = \mathbf{F}_{ij} \cdot \mathbf{\tilde{V}}_{ij} \]

\[ \mathbf{V}_{ij} = \mathbf{E}_{ij} - \mathbf{F}_{ij} \cdot \mathbf{\tilde{\beta}}_{1} \]

\[ \mathbf{V}_{ij} = \mathbf{E}_{ij} - \mathbf{F}_{ij} \cdot \mathbf{\beta}_{1} \]

\( \mathbf{F}_{ij} \) is the \( j^{th} \) row of the \( n_{x} \times p \) matrix \( \mathbf{F} \), and \( \mathbf{E}_{ij} \) is the \( j^{th} \) element of the \( n_{x} \times 1 \) vector \( \mathbf{E} \), \( i=1, 2, \ldots, k; j=1, 2, \ldots, n_{x} \).

**Proof:**

From equation (4.35)

\[ \mathbf{\tilde{\beta}}_{1} - \mathbf{\beta}_{1} = \left( \frac{\mathbf{F}' \mathbf{F}}{n^*} - \mathbf{t}_{uu} \right)^{-1} \left( \frac{\mathbf{F}' \mathbf{V}}{n^*} - \mathbf{t}_{uv} \right) \]

\[ = (M_{ff} + a)^{-1} \left( \frac{\mathbf{F}' \mathbf{V}}{n^*} - \mathbf{t}_{uv} \right) \] (4.38)
where

\[ M_{ff} = \frac{\frac{\mathbf{f}'\mathbf{f}}{n}}{n} \]

\[ a = \frac{1}{n} \left( \mathbf{f}' \eta + \eta' \mathbf{f} + \eta' \eta \right) - \mathbf{1}_{uu}. \]

By assumptions i), ii), and viii), \( \text{var}(a) = 0(n^{-1}) \) and

\[ E\left( \frac{\mathbf{F}'_* - \mathbf{1}_{uv}}{n} (\frac{\mathbf{F}'_*}{n} - \mathbf{1}_{uv})' \right) = 0(n^{-1}). \]

Hence, by Corollary 2.A.2, \( a = O_p(n^{-\frac{1}{2}}) \) and

\[ \frac{\mathbf{F}'_* - \mathbf{1}_{uv}}{n} = O_p(n^{-\frac{1}{2}}). \]

We may write equation (4.C.35) as

\[ \mathbf{\hat{\beta}}_1 - \mathbf{\beta}_1 = M_{ff}^{-1} \left( \frac{\mathbf{F}'_*}{n} - \mathbf{1}_{uv} \right) + O_p(n^{-\frac{1}{2}}). \quad (4.C.39) \]

From Theorem 2.B.1, it follows that the limiting distribution of

\[ n^{\frac{1}{2}} \mathbf{\hat{\beta}}_1 - \mathbf{\beta}_1 \]

is the same as the limiting distribution of

\[ n^{\frac{1}{2}} M_{ff}^{-1} \left( \frac{\mathbf{F}'_*}{n} - \mathbf{1}_{uv} \right). \]

Let \( \mathbf{p} \) be an arbitrary nonzero \((p \times 1)\) vector and consider
\[
\frac{F'_{\nu}}{n^*} - \frac{1}{n^*} (F'_{\nu} - n^* t_{uv}) = \frac{1}{n^*} (\sum_{i=1}^{k} F'_{\nu_i} - \sum_{i=1}^{k} \left[ n_{i-1} + \frac{\sigma_{2}^2}{\sigma_{5}^2 + n_{i} \sigma_{w}^2} \right] t_{uv})
\]

\[
= \frac{1}{n^*} \sum_{i=1}^{k} \left( F'_{\nu_i} - \left[ n_{i-1} + \frac{\sigma_{2}^2}{\sigma_{5}^2 + n_{i} \sigma_{w}^2} \right] t_{uv} \right) .
\]

(4.C.40)

Define

\[
\theta_i = F'_{\nu_i} - \left[ n_{i-1} + \frac{\sigma_{2}^2}{\sigma_{5}^2 + n_{i} \sigma_{w}^2} \right] t_{uv} .
\]

Then we may write equation (4.C.40) as the sum of k independent random variables:

\[
\frac{1}{n^*} \sum_{i=1}^{k} \theta_i .
\]

It follows that

\[
E[\frac{1}{n^*} \sum_{i=1}^{k} \theta_i] = 0 .
\]
Note that $E[(p_1' \theta_1)^2]$ and $E[|p_1' \theta_1|^{2+\delta}]$, $\delta > 0$, are bounded by the boundedness of the $x_i$'s and the finite $4+\delta$ moments. Hence

$$\lim_{k \to \infty} \frac{\sum_{i=1}^{k} E[|p_1' \theta_1|^{2+\delta}]}{\sum_{i=1}^{k} E[(p_1' \theta_1)^{2+\delta}]} = 0.$$ 

By the Liapounov central limit theorem, Theorem 2.C.2, this gives

$$\frac{\sum_{i=1}^{k} p_1' \theta_i}{\sqrt{k}} \xrightarrow{L} N(0,1)$$

or

$$\frac{n^{-\frac{1}{2}} \sum_{i=1}^{k} p_1' \theta_i}{\sqrt{k} \left( \frac{1}{n} \sum_{i=1}^{k} (\theta_i \theta_i') \rho \right)^{\frac{1}{2}}} \xrightarrow{L} N(0,1).$$

By a result in Rao [1965, p. 102],

$$n^{-\frac{1}{2}} \sum_{i=1}^{k} p_1' \theta_i \xrightarrow{L} N(0, \rho \lim_{k \to \infty} E[\frac{1}{n} \sum_{i=1}^{k} \theta_i \theta_i'] \rho].$$

We proceed to prove that

$$E[\frac{1}{n} \sum_{i=1}^{k} \theta_i \theta_i']$$. 

is $H_k$. We have that

$$H_k = n^* E\{ \left( \frac{F_{i1}'}{n} - \frac{F_{u1}'}{n} \right) \left( \frac{F_{i1}'}{n} - \frac{F_{u1}'}{n} \right)' \}$$

$$= n^* E\{ \left( \sum_{i=1}^{k} \frac{F_{i1}'}{n} - \frac{F_{u1}'}{n} \right) \left( \sum_{i=1}^{k} \frac{F_{i1}'}{n} - \frac{F_{u1}'}{n} \right)' \}$$

$$= n^{-1} \sum_{i=1}^{k} \left( \frac{F_{i1}'}{n} - \frac{\sigma^2}{\sigma^2 + n_i \sigma_w} \right)^2 \right) \frac{F_{i1}'}{n} - \frac{F_{u1}'}{n} \right)' \}$$

$$= n^{-1} \sum_{i=1}^{k} \left( \frac{F_{i1}'}{n} - \frac{\sigma^2}{\sigma^2 + n_i \sigma_w} \right)^2 \right) \frac{F_{i1}'}{n} - \frac{F_{u1}'}{n} \right)' \}$$

$$= n^{-1} \sum_{i=1}^{k} \left( \frac{\theta_i \theta_i'}{\sigma^2 + n_i \sigma_w} \right) \frac{\theta_i \theta_i'}{\sigma^2 + n_i \sigma_w} \right) \frac{F_{i1}'}{n} - \frac{F_{u1}'}{n} \right)' \}$$

Hence, by the multivariate central limit theorem, we now have

$$n^{-1/2} \sum_{i=1}^{k} \theta_i \xrightarrow{L} N(0, \lim_{k \to \infty} H_k).$$
Finally, since \( \lim_{n \to \infty} M_{ff} = M_{xx}^* \) where \( M_{xx}^* \) is nonsingular, we obtain

\[
M_{ff}^{-1} n \sum_{i=1}^{k} \theta_i \xrightarrow{L} N(0, M_{xx}^{-1} \lim_{k \to \infty} H_k M_{xx}^{-1}).
\]

We now prove that \( \tilde{H}_k \) is a consistent estimator of \( H_k \). Recall that

\[
\tilde{H}_k = \frac{1}{n^*} \sum_{i=1}^{k} \tilde{d}_{i} \cdot \tilde{d}_{i} - b_k d_{i} \cdots d_{i},
\]

(4.4.41)

and

\[
\tilde{\nu}_i = \nu_i - F_i(\tilde{\beta}_1 - \beta_1).
\]

The \((r,s)\)th element of \( \tilde{d}_{i} \cdot \tilde{d}_{i} \) is

\[
\frac{1}{n} \sum_{i=1}^{n_i} \left[ \sum_{j=1}^{n_i} F_{ijr} \tilde{\nu}_{ij} \left( \sum_{l=1}^{n_i} F_{ils} \tilde{\nu}_{il} \right) \right]
\]

\[
= \frac{1}{n^*} \left[ \sum_{j=1}^{n_i} F_{ijr} \left[ \nu_{ij} - F_{ij} (\tilde{\beta}_1 - \beta_1) \right] \right]
\]

\[
\left[ \sum_{l=1}^{n_i} F_{ils} \left[ \nu_{il} - F_{il} (\tilde{\beta}_1 - \beta_1) \right] \right]
\]
\begin{align*}
&= \frac{1}{n^*} \sum_{i=1}^{k} \left( \sum_{j=1}^{n_i} F_{ijr} V_{ij} \right) \left( \sum_{l=1}^{n_i} F_{il} V_{il} \right) \\
&\quad - \frac{1}{n^*} \sum_{i=1}^{k} \left[ \left( \sum_{j=1}^{n_i} F_{ijr} V_{ij} \right) \left( \sum_{l=1}^{n_i} F_{il} V_{il} \right) \right] \left( \bar{\beta}_1 - \beta_1 \right) \\
&\quad - \frac{1}{n^*} \sum_{i=1}^{k} \left[ \left( \sum_{l=1}^{n_i} F_{il} V_{il} \right) \left( \sum_{j=1}^{n_i} F_{ijr} V_{ij} \right) \right] \left( \bar{\beta}_1 - \beta_1 \right) \\
&\quad + \left( \bar{\beta}_1 - \beta_1 \right)[ \frac{1}{n^*} \sum_{i=1}^{k} \left( \sum_{j=1}^{n_i} F_{ijr} V_{ij} \right) \left( \sum_{l=1}^{n_i} F_{il} V_{il} \right) ] \left( \bar{\beta}_1 - \beta_1 \right) .
\end{align*}

(4.C.42)

Since \( (\bar{\beta}_1 - \beta_1) = O_p(n^{-\frac{1}{2}}) \) and using assumption ix), we obtain

\[
\tilde{d}_{i...} \tilde{d}_{i...} = \frac{1}{n^*} \sum_{i=1}^{k} (F_{i}^r V_{i})(F_{i}^r V_{i}) + O_p(n^{-\frac{1}{2}}) .
\]

(4.C.43)

Also

\[
\tilde{\tilde{d}}_{...} = \frac{1}{n^*} \sum_{i=1}^{k} \left\{ F_{i}^r V_{i} + F_{i}^r F_{i} (\bar{\beta}_1 - \beta_1) \right\} ,
\]

and
\[ \overline{d} \ldots \overline{d} \ldots = \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' \nu_i \right) \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' \nu_i \right)' \]

\[ + \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' \nu_i \right) \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' F_i (\beta_1 - \beta_1) \right)' \]

\[ + \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' F_i (\beta_1 - \beta_1) \right) \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' \nu_i \right)' \]

\[ + \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' F_i (\beta_1 - \beta_1) \right) \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' \nu_i \right)' . \]

Since

\[ \frac{1}{n^*} \sum_{i=1}^{k} F_i F_i = O(1) \]

and \( (\beta_1 - \beta_1) = O_p(n^{-\frac{1}{2}}) \),

\[ \overline{d} \ldots \overline{d} \ldots = \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' \nu_i \right) \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' \nu_i \right)' + O_p(n^{-\frac{1}{2}}) . \quad (4.C.44) \]

In view of (4.C.43) and (4.C.44) we write equation (4.C.41) as

\[ \hat{h}_k = \frac{1}{n^*} \sum_{i=1}^{k} (F_i' \nu_i)(F_i' \nu_i)' \]

\[ - b_k \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' \nu_i \right) \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i' \nu_i \right)' + O_p(n^{-\frac{1}{2}}) \]
\[ H_k = \frac{1}{n^*} \sum_{i=1}^{k} (F_i \nu_i)(F_i \nu_i)' - b_k \left( \frac{1}{n} \sum_{i=1}^{k} F_i \nu_i \left( \frac{1}{n} \sum_{i=1}^{k} F_i \nu_i \right) \right). \]  \hspace{1cm} (4.C.46)

Now, \( \frac{1}{n^*} \sum_{i=1}^{k} F_i \nu_i \) is the sum of \( k \) independent random variables with each of its components (\( p \) of them) having second moments. Since

\[ E \left( \frac{1}{n^*} \sum_{i=1}^{k} F_i \nu_i \right) = \nu_{uv}, \]

we get that

\[ \frac{1}{n^*} \sum_{i=1}^{k} F_i \nu_i = \nu_{uv} + O_p \left( n^{-\frac{1}{2}} \right). \]  \hspace{1cm} (4.C.47)

\[ \frac{1}{n^*} \sum_{i=1}^{k} (F_i \nu_i)(F_i \nu_i)' \] is the sum of \( k \) independent random variables with uniformly bounded \( 1 + \delta \) moments. Hence by Theorem 3.D.1,

\[ \frac{1}{n^*} \left[ \sum_{i=1}^{k} \left( (F_i \nu_i)(F_i \nu_i)' - E(F_i \nu_i)(F_i \nu_i)' \right) \right] \xrightarrow{P} 0. \]  \hspace{1cm} (4.C.48)
Also

\[ H_k = n^{-1} \left[ E \sum_{i=1}^{k} (F_i^r \nu_i^r)(F_i^r \nu_i^r) \right] \]

\[ - \sum_{i=1}^{k} (n_i - 1 + \frac{\sigma_2^2}{\sigma_2^2 + n_i \sigma_w^2}) \frac{1}{2} \mathbb{E}_{uv} \mathbb{E}_{vu} \cdot \]

\[ = n^{-1} \sum_{i=1}^{k} (F_i^r \nu_i^r)(F_i^r \nu_i^r) - b_k \mathbb{E}_{uv} \mathbb{E}_{vu} \cdot \] (4.C.49)

Combining equations (4.C.47) and (4.C.46), we obtain

\[ \tilde{H}_k = \frac{1}{n} \sum_{i=1}^{k} (F_i^r \nu_i^r)(F_i^r \nu_i^r) - b_k \mathbb{E}_{uv} \mathbb{E}_{vu} + O_p(n^{-\frac{1}{2}}) \] (4.C.50)

Combining equations (4.C.49) and (4.C.50), we obtain

\[ \tilde{H}_k - H_k \overset{P}{\rightarrow} 0 \cdot // \]
D. Estimation when the Error Variance is a
Multiple of Total Variance

1. Introduction

Cochran [1968, 1970] and Wiley [1973] have dealt with the
distortions that may be introduced into standard least-squares
estimating procedures by measurement error in the independent
variables of a regression equation. Johnson [1963], Walker and Lev
[1953] have remarked that the regression coefficient is attenuated
(reduced in absolute value) when compared with the coefficient com­
puted in absence of measurement error.

Blalock et al. [1969] and Curtiss and Jackson [1962] made use of
multiple indicators to estimate measurement error. These estimates
of measurement error were used for attenuation correction as a
modification of the least-squares estimation. One problem, as
pointed out by Bohrnstedt and Carter [1971, p. 142], with correc­
tion for attenuation has been the lack of sampling theory for the
estimates.

In the traditional errors-in-variables literature the error
variance $\sigma_u^2$ is assumed known. In the correction for attenuation
approach the ratio of the error variance to the total variance of
the independent variable,

$$\frac{\sigma_u^2}{\sigma_x^2},$$
is assumed known. We develop some theory for this case.
2. The model and assumptions

Consider the following errors-in-variables regression model

\[ y = x \beta, \]

where

\[ X = x + u, \]
\[ Y = y + \varepsilon, \quad (4.D.1) \]

and \((X, Y)\) can be observed. The properties of our estimator of \(\beta\) rest on the following assumptions:

i) \(x\) is an \((nxp)\) matrix of random variables, whose rows \(x_t\), \(t=1, 2, \ldots, n\), are independently and identically distributed as a multivariate normal with mean zero and covariance matrix \(\Sigma_{xx}, \Sigma_{xx}\) nonsingular.

ii) \((\varepsilon; u)\) is an \(nx(p+1)\) matrix of random variables whose rows \((\varepsilon_t; u_t), t=1, 2, \ldots, n\), are independently and identically distributed as a multivariate normal with mean 0 and positive definite covariance matrix,

\[
\Sigma = \begin{pmatrix}
\sigma^2 & \varepsilon \\
\varepsilon & D_{uu}
\end{pmatrix}
\]

where \(D_{uu}\) is a \(p\times p\) diagonal matrix.
iii) The normal vector \((y_t; x_t)\) is independent of the error vector \((\varepsilon_s; u_s)\) for all \(t\) and \(s\).

iv) The ratio of the \(i\)th diagonal element of \(D_{uu}\) to the \(i\)th diagonal element of \(\Sigma_{xx}\) is known,

\[
\lambda_i = \frac{\sigma_{ui}^2}{\sigma_{xi}^2}, \quad i=1, 2, \ldots, p; \quad (4.D.2)
\]

where each \(\lambda_i\) is a real nonnegative number.

2. Estimation

From equation (4.D.1), we have

\[
\begin{align*}
\mathbb{E}\left(\frac{X'X}{n}\right) &= \Sigma_{xx} \\
&= \Sigma_{xx} + D_{uu}, \quad (4.D.3)
\end{align*}
\]

and

\[
\begin{align*}
\mathbb{E}\left(\frac{X'Y}{n}\right) &= \Sigma_{xy} \\
&= \Sigma_{xy} \\
&= \Sigma_{xx} \beta. \quad (4.D.4)
\end{align*}
\]

Define the \(1 \times (p+1)\) vector \(Z_t\) by setting
Now using assumptions i) - iii), $Z_{t*}$ is distributed as a multivariate normal with mean zero and covariance matrix $\Psi_{zz}$, where

$$
\Psi_{zz} = \begin{pmatrix}
\sigma_\epsilon^2 + \beta' \Psi_{xx} \beta, & \Psi_{xx} \beta \\
\beta' \Psi_{xx} & \Psi_{xx} + \Psi_{uu}
\end{pmatrix}
$$

$$
= \begin{pmatrix}
\beta' \Psi_{xx} \beta, & \Psi_{xx} \beta \\
\beta' \Psi_{xx} & \Psi_{xx}
\end{pmatrix} + \begin{pmatrix}
\sigma_\epsilon^2, & 0 \\
0, & \Psi_{uu}
\end{pmatrix}.
$$

Note that our errors-in-variables model fits in the class of models defined by Jöreskog [1970]. Jöreskog [1970] considered a data matrix $Z = \{Z_{t,j}\}$ of $n$ observations on $(p+1)$ response variables; $t = 1, 2, \ldots, n$ and $j = 1, 2, \ldots, p+1$, with the rows of $Z$, $Z_{t*}$, independently distributed with mean vector $E(Z_{t*})$ and covariance matrix $\Sigma_{zz}$. He assumed $\Sigma_{zz}$ to be of the form

$$
\Sigma_{zz} = B(M \Phi M' + \Psi^2) B' + \Theta^2,
$$

and $E(Z) = AD$, where $A = \{a_{i,j}\}_{n \times p}$ with rank $(A) = g$ and $D = \{d_{i,j}\}_{h \times (p+1)}$ with rank $(D) = h$ are both fixed matrices with
\[ g \leq n \text{ and } h \leq (p+1); \]

\[ C = \{c_{ij}\}_{g \times h}, \quad B = \{\beta_{ij}\}, \quad M = \{m_{ij}\}, \]

the symmetric matrix \( \Phi = \{\phi_{ij}\} \) and the diagonal matrices \( \Psi = \text{diag} \{\varphi_k\} \) and \( \Theta = \text{diag} \{\theta_i\} \) are parameter matrices. He allowed for any of the parameters in \( C, B, M, \Phi, \) and \( \Theta \) to be known a priori and for one or more subsets of the remaining parameters to have identical but unknown values. Thus parameters were of three kinds:

i) fixed parameters that have been assigned given values;

ii) constrained parameters that are unknown but equal to one or more other parameters; and

iii) free parameters that are unknown and not constrained to be equal to any other parameter.

In our case,

\[ B = M = I_{p+1}, \quad \Psi = \begin{pmatrix} \sigma^2 & 0_p \\ 0_p & D_{uu} \end{pmatrix} \]

and \( \Theta = 0_{p+1} \). \( I_{p+1} \) and \( 0_{p+1} \) denote \((p+1)\times(p+1)\) unit and zero matrices respectively. Furthermore,

\[ \Phi = \begin{pmatrix} \beta' \hat{t}_{xx} \beta, & \hat{t}_{xx} \beta \\ \beta' \hat{t}_{xx}, & \hat{t}_{xx} \end{pmatrix} \]
is a symmetric matrix. \( \sigma^2 \) and \( \sigma^2 \) are constrained according to equation (4.D.2).

We first consider the maximum likelihood estimation of the covariance matrix of the multivariate normal

\[
Z_t \sim N(0, \Sigma_{zz})
\]
given the parameter space for \( \Sigma_{zz} \) is the space of all real positive definite covariances matrices.

To obtain the maximum likelihood estimator we maximize the likelihood function

\[
\log L = -\frac{1}{2} (p+1) n \log (2\pi) - \frac{1}{2} \log |\Sigma_{zz}|
\]

\[
-\frac{1}{2} \sum_{t=1}^{n} \sum_{i=1}^{p+1} \sum_{j=1}^{p+1} Z_{ti} \sigma_{ij} Z_{tj},
\]

with respect to \( \sigma_{ij} \) (the elements of \( \Sigma_{zz} \)), where \( \sigma_{ij} \) are the elements of \( \Sigma_{zz}^{-1} \). Maximizing \( \log L \) is equivalent to maximizing

\[
F = \frac{1}{2} n \log |\Sigma_{zz}|^{-1} - \text{trace} (\Sigma_{zz}^{-1} A),
\]

where

\[
A = \sum_{t=1}^{n} Z_t' Z_t.
\]
By Lemmas 3.2.2 and 3.2.3 in Anderson [1958, p. 46 and p. 47], it follows that the maximum likelihood estimator of $\frac{t_{zz}}{n}$ is $A$ where $A$ is given by

$$
A = \begin{bmatrix}
\frac{n}{2} Y_t^2, & \frac{n}{2} X_t Y_t \\
\sum_{t=1}^{n} X_t Y_t, & \sum_{t=1}^{n} X_t^2
\end{bmatrix}
$$

In our case $t_{zz}$ is defined in terms of the parameters of interest by,

$$
t_{zz} = \begin{pmatrix}
\beta \beta' \hat{\Sigma}_{xx} + \sigma_c^2, & \beta' \hat{\Sigma}_{xx} \\
\beta' \hat{\Sigma}_{xx}, & \hat{\Sigma}_{xx} \Gamma \hat{\Sigma}_{xx}
\end{pmatrix}
$$

(4.D.5)

where $\Gamma$ is a (p x p) diagonal matrix with diagonal elements equal to the known ratios $\lambda_1, \lambda_2, \ldots, \lambda_p$. This definition means that there are certain restrictions on the form of $t_{zz}$. Ignoring the restrictions, we create estimations of the parameters by equating the elements of $t_{zz}$ to the corresponding elements of $\frac{A}{n}$;
\[ \hat{\beta} \hat{\mathbf{x}}_{xx} \hat{\beta} + \hat{\sigma}^2 = \frac{1}{n} \sum_{t=1}^{n} y_t^2 , \]
\[ \hat{\beta} \hat{\mathbf{x}}_{xx} = \frac{1}{n} \sum_{t=1}^{n} x_t' y_t , \]  
\[ \hat{\mathbf{x}}_{xx} = \frac{1}{n} \sum_{t=1}^{n} x_t' x_t . \]  

Solving the system of equations (4.D.6), we obtain:

\[ \hat{\beta} = (\hat{M}_{xx} - \hat{\mathbf{D}}_{xx})^{-1} \hat{M}_{xy} \]  
\[ \hat{\mathbf{x}}_{xx} = (\hat{M}_{xx} - \hat{\mathbf{D}}_{xx}) \]  
\[ \hat{\sigma}_e^2 = \frac{1}{n} \sum_{t=1}^{n} y_t^2 - \hat{\beta}' \hat{\mathbf{x}}_{xx} \hat{\beta} , \]

where

\[ \hat{\mathbf{D}}_{xx} = \text{mdiag } \hat{M}_{xx} \]  

\text{mdiag } \hat{\mathbf{x}}_{xx} \text{ is the diagonal matrix whose diagonal is the diagonal of the matrix } \hat{\mathbf{x}}_{xx}.

\[ \hat{M}_{xx} = \frac{1}{n} \sum_{t=1}^{n} x_t' x_t . \]
\[ \hat{M}_{XY} = \frac{1}{n} \sum_{t=1}^{n} x_t' y_t \]

\[ \hat{M}_{XY} = \frac{1}{n} \sum_{t=1}^{n} y_t^2 \]

and

\[ \Lambda = \begin{bmatrix} \frac{\lambda_1}{1+\lambda_1}, & 0, & \ldots, & 0 \\ 0, & \frac{\lambda_2}{1+\lambda_2}, & \ldots, & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0, & 0, & \ldots, & \frac{\lambda_p}{1+\lambda_p} \end{bmatrix} \tag{4.D.10} \]

The restrictions associated with equation (3.D.5), and assumptions i) and ii) are:

a) \[ |\hat{\psi}_{\alpha\alpha}| > 0, \]
b) \( \sigma_e^2 > 0 \).

If the estimates (4.D.7), (4.D.8) and (4.D.9) meet restrictions a) and b), then they are the maximum likelihood estimates. We shall take equations (4.D.7) - (4.D.9) as our estimators. We demonstrate that, for large \( n \), the restriction b) is met with high probability by these estimators. Let \( \hat{\theta} \) denote the column vector obtained by arranging \( \hat{M}_{XY} \), the \( p \) columns of \( \hat{M}_{XX} \) and the scalar \( \hat{M}_{YY} \) in a single column; and let \( \theta \) be the corresponding parameter vector. Since all positive moments exist for normal random variables, we have that
\[
E[|\hat{\theta} - \theta|^2r] = 0 (n^{-r}) \quad \text{for } r \text{ a positive integer.}
\]
Using Tchebychev's inequality,
\[
P\{ |\hat{\theta} - \theta| > \varepsilon \} \leq \frac{E[|\hat{\theta} - \theta|^2r]}{\varepsilon^{2r}}
\]
for \( \varepsilon > 0 \). Hence, \( P\{ |\hat{\theta} - \theta| > \varepsilon \} = 0 (n^{-r}) \). Now, \( \sigma_e^2 \) is a continuous differentiable function of \( \hat{\theta} \) for all \( \hat{\theta} \) in a bounded set containing the true \( \theta \). Hence, \( P[\sigma_e^2 < 0] = 0(n^{-r}) \). Similar arguments hold for \( |\hat{\xi}_{XX}| \).
Model (4.D.1) may also be written as

\[ Y = X \beta + v, \quad (4.D.11) \]

where

\[ v = \varepsilon - u \beta. \quad (4.D.12) \]

Using (4.D.12), the pxl covariance vector between \( u \) and \( v \), which we denote by \( \Psi_{uv} \) is

\[ \Psi_{uv} = \Psi_{u\varepsilon} - \Psi_{uu} \beta \]

\[ = - \Psi_{uu} \beta, \quad (4.D.13) \]

since \( \Psi_{u\varepsilon} \) was assumed to be zero.

We denote the elements of the covariance vector \( \Psi_{uv} \) by \( \sigma_{ui} v_i \), \( i=1, 2, \ldots, p \).

4. Variance of the regression coefficients

given normal error structure

Theorem 4.D.1

Given assumptions i) - v) and model (4.D.1),

\[ n^2(\hat{\beta} - \beta) \xrightarrow{L} N(0, \Psi_{xx}^{-1} \Sigma_{xx}^{-1}) \]

where
\[
v = (\sigma_v^2 \mathbf{I}_{XX} + \mathbf{I}_{Xv} \mathbf{I}_{vX}) - A.
\]

A is a \((p \times p)\) matrix with elements

\[
a_{ii} = 2 \sum_i^2 \beta_i^2 \sigma_{x_i}^4 \quad i = 1, 2, \ldots, p;
\]

\[
a_{ij} = -2 \sigma_{x_i} \sigma_{x_j} (\sum_j^2 \beta_j^2 \sigma_{x_j}^2 + \sum_i^2 \beta_i^2 \sigma_{x_i}^2 + \sum_i^2 \beta_i \sigma_{x_i} \sigma_{x_j}) \quad i \neq j = 1, 2, \ldots, p.
\]

\[
\mathbf{I}_{Xv} = -D_{uu} \beta_1.
\]

Proof:

The estimator is given by

\[
\tilde{\beta} = (\hat{M}_{XX} - \Lambda \hat{D}_{XX})^{-1} \hat{M}_{XY}.
\]

(4.D.14)

Define \(\hat{M}_{Xv} = \frac{1}{n} n' v\), where \(v\) was defined in equation (4.D.12). Then

\[
\hat{M}_{XY} = \hat{M}_{XX} \beta + \hat{M}_{Xv}.
\]

(4.D.15)

Using equations (4.D.14) and (4.D.15);

\[
\tilde{\beta} = (\hat{M}_{XX} - \Lambda \hat{D}_{XX})^{-1} (\hat{M}_{XX} + \hat{M}_{Xv})
\]

\[
= (\hat{M}_{XX} - \Lambda \hat{D}_{XX})^{-1} [ (\hat{M}_{XX} \beta - \Lambda \hat{D}_{XX} \beta) + (\Lambda \hat{D}_{XX} \beta + \hat{M}_{Xv}) ]
\]
\[ = \beta + (\hat{M}_{XX} - \Lambda \hat{D}_{XX})^{-1} (\hat{M}_{Xv} + \Lambda \hat{D}_{XX} \beta) . \quad (4.D.16) \]

and
\[ \tilde{\beta} - \beta = (\hat{M}_{XX} - \Lambda \hat{D}_{XX})^{-1} (\hat{M}_{Xv} + \Lambda \hat{D}_{XX} \beta) . \quad (4.D.17) \]

Now,
\[
E (\hat{M}_{Xv} + \Lambda \hat{D}_{XX} \beta) \\
= E (\hat{M}_{Xv}) + \Lambda E (\hat{D}_{XX} \beta) \\
= E \left( \frac{1}{n} x'v \right) + \Lambda E [\text{mdiag} \left( \frac{1}{n} x'x \right)] \beta \\
= E \left[ \frac{1}{n} (x' + u')(e - u \beta) \right] + \Lambda E [\text{mdiag} \frac{1}{n} (x + u)'(x + u)] \beta \\
= -D_{uu} \beta + \Lambda (\text{mdiag} \hat{D}_{XX} + D_{uu}) \beta \\
= 0 .
\]

We find the covariance matrix of \( \hat{M}_{Xv} + \Lambda \hat{D}_{XX} \beta \),
\[
E (\hat{M}_{Xv} + \Lambda \hat{D}_{XX} \beta)(\hat{M}_{Xv} + \Lambda \hat{D}_{XX} \beta)' \\
= \text{var} \hat{M}_{Xv} + \text{cov} [\hat{M}_{Xv}, \Lambda \hat{D}_{XX} \beta] \\
+ \text{cov} [\Lambda \hat{D}_{XX} \beta , \hat{M}_{Xv}] + \text{var} [\Lambda \hat{D}_{XX} \beta] .
\]
Let
\[ \frac{X_{i,v}}{n}, \frac{X_{j,v}}{n} \]
be the \( i \)th and \( j \)th elements of \( \hat{M}_{X,v} \), \( i, j = 1, 2, \ldots, p \);
\[ \frac{X_{i}X_{i}}{n} \beta_i \quad \text{and} \quad \frac{X_{j}X_{j}}{n} \beta_j \]
be the \( i \)th and \( j \)th elements of \( \hat{D}_{XX} \), where \( X_{j} \) is the \( j \)th column of the matrix \( X \), \( j = 1, 2, \ldots, p \).

Using properties of normal covariances,
\[ \text{var} \left( \frac{X_{i,v}}{n} \right) = \frac{1}{n} \left( \sigma^2_{X_i} \sigma^2_v + \sigma^2_{X_i,v} \right) , \]
\[ \text{cov} \left( \frac{X_{i,v}}{n}, \frac{X_{j,v}}{n} \right) = \frac{1}{n} \sum_i \beta_i \left( 2\sigma^2_{X_i,v} \right) , \]
\[ \text{var} \left( \sum_i \frac{X_{i}X_{i}}{n} \beta_i \right) = \frac{1}{n} \sum_i \beta_i^2 \left( 2\sigma^2_{X_i,v} \right) , \]
\[ \text{cov} \left( \frac{X_{i,v}}{n}, \sum_j \frac{X_{j,v}}{n} \right) = \frac{1}{n} \sum_j \beta_j \left( 2\sigma^2_{X_i,v} \sigma_{X_i,v} \right) , \]
\[ \text{cov} \left( \sum_i \frac{X_{i}X_{i}}{n} \beta_i, \frac{X_{j,v}}{n} \right) = \frac{1}{n} \sum_i \beta_i \left( 2\sigma^2_{X_i,v} \right) , \]
\[
\text{cov } (\Lambda_i \beta_i \frac{x'_i x_i}{n}, \Lambda_j \beta_j \frac{x'_j x_j}{n}) = \frac{1}{n} \Lambda_i \Lambda_j \beta_i \beta_j (\sigma_{x'_i x'_j}).
\]

The \(i^{th}\) diagonal element of \(\mathbf{\hat{M}_{XX}} + \Lambda \mathbf{\hat{D}_{XX}} \) is:

\[
\text{var } \left[ \frac{1}{n} (x'_i v + \Lambda_i x'_i x_i \beta_i) \right] = \text{var } \left( \frac{1}{n} x'_i v \right)
+ 2 \text{cov } \left( \frac{1}{n} x'_i v, \frac{\Lambda_i x'_i x_i \beta_i}{n} \right) + \text{var} (\Lambda_i \frac{x'_i x_i}{n} \beta_i)
= \frac{1}{n} \left[ (\sigma_{X_i v}^2 + \sigma_{x'_i v}^2) + 4 \Lambda_i \beta_i \sigma_{x_i v}^2 \sigma_{x'_i v} + 2 \Lambda_i^2 \beta_i^2 \sigma_{x_i v}^2 \right].
\]

(4.D.18)

The \((i,j)\)th off-diagonal element of \(\mathbf{\hat{M}_{XX}} + \Lambda \mathbf{\hat{D}_{XX}} \) is:

\[
\text{cov } \left[ \frac{1}{n} (x'_i v + \Lambda_i x'_i x_i \beta_i), \frac{1}{n} (x'_j v + \Lambda_j x'_j x_j \beta_j) \right]
= \frac{1}{n} \left[ (\sigma_{X_i x_j}^2 + \sigma_{x'_i x_j}^2 \sigma_{x'_i v}) + 2 (\Lambda_j \sigma_{x_i x_j} \sigma_{x'_i v} \beta_j
+ \Lambda_i \sigma_{x'_i x_j} \beta_i + \Lambda_i \Lambda_j \sigma_{x'_i x_j} \beta_i \beta_j) \right].
\]

(4.D.19)

Using the fact that,

\[
\sigma_{u_i}^2 = \lambda_i \sigma_{X_i}^2
\]

(4.D.20)
and

\[ 
\hat{f}_{uv} = - \hat{f}_{uu} \beta , 
\]

we have

\[ 
\sigma_{u_i v} = - \sigma_{u_i}^2 \beta_i , 
\]

\[ 
= - \lambda_i \sigma_{x_i}^2 \beta_i , \quad i=1, 2, \ldots, p . \tag{4.D.21} 
\]

\[ 
\sigma_{x_i v} = E (X_i v) 
\]

\[ 
= \sigma_{u_i v} 
\]

\[ 
= - \lambda_i \sigma_{x_i}^2 \beta_i . \tag{4.D.22} 
\]

Substituting (4.D.21) and (4.D.20) into (4.D.18), the \(i^{th}\) diagonal element of \(\text{var} \left( \hat{M}_{Xv} + \Lambda_{DXX} \beta \right)\) may be written as:

\[ 
\frac{1}{n} \sigma_{x_i v}^2 + \left[ \sigma_{u_i}^4 \beta_i^2 - 4 \frac{\lambda_i^2}{1+\lambda_i} \beta_i^2 (1+\lambda_i) \sigma_{x_i}^4 
\right. 
\]

\[ 
+ 2 \left( \frac{\lambda_i}{1+\lambda_i} \right) \beta_i^2 \sigma_{x_i}^4 (1+\lambda_i)^2 \right] 
\]

\[ 
= \frac{1}{n} \left( \sigma_{x_i}^2 \sigma_{v}^2 - \sigma_{u_i v}^2 \right) 
\]
Therefore the covariance matrix \( V \) of \( \hat{M}_{Xv} + \hat{D}_{XX} \beta \) may be written as

\[
V = \frac{1}{n} \left( \sigma_v^2 \mathbf{1}_{XX} + \mathbf{1}_{Xv} \mathbf{1}_{vX} \right) - \frac{A}{n}
\]

where

\[
\mathbf{1}_{XX} = \begin{bmatrix}
\sigma_{x_1}^2 & \sigma_{x_1 x_2} & \cdots & \sigma_{x_1 x_p} \\
\sigma_{x_2 x_1} & \sigma_{x_2}^2 & \cdots & \sigma_{x_2 x_p} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{x_p x_1} & \sigma_{x_p x_2} & \cdots & \sigma_{x_p}^2
\end{bmatrix}
\]

\[
\mathbf{1}_{Xv} = \begin{bmatrix}
\sigma_{x_1 v} \\
\sigma_{x_2 v} \\
\vdots \\
\sigma_{x_p v}
\end{bmatrix}
\]
A = \{a_{ij}\}_{p \times p}

a_{ii} = 2 \sigma_{X_i}^2

a_{ij} = -2 \sigma_{X_i} \sigma_{X_j} (\Lambda_j \beta_j \sigma_{X_i} \sigma_{X_j} + \Lambda_i \Lambda_j \beta_i \beta_j \sigma_{X_i} \sigma_{X_j} + \Lambda_i \beta_i \sigma_{X_i} \sigma_{X_j})

\text{for } i \neq j = 1, 2, \ldots, p \text{ and } i \neq j.

Now,

E (M_{XX} - \Lambda D_{XX}) = \hat{\xi}_{XX}

and the variance of the elements of \(M_{XX} - \Lambda D_{XX}\) are \(O(\frac{1}{n})\).

Hence, using the Weak Law of Large Numbers,

\(\frac{M_{XX} \Lambda D_{XX}}{\hat{\xi}_{XX}} \xrightarrow{P} 1\).

We consider the linear combination,

\(n^{\frac{1}{2}} \rho' (M_{Xv} + \Lambda D_{XX} \beta)\)

\[= n^{\frac{1}{2}} \sum_{t=1}^{n} \sum_{i=1}^{p} \rho_i (X_{ti} v_t + \frac{\lambda_i}{1 + \lambda_i} x_{ti}^2 \beta_i)\]

\[= S_n.\]
Now, the random variables
\[
\sum_{i=1}^{p} \rho_i (X_{ti} v_t + X_{ti}^2 \beta_i)
\]
are independently and identically distributed for normal X; furthermore, they have zero mean. \(S_n\) converges in distribution to a normal random variable using Theorem 6.4.4, Chung [1968, p. 157].

Since the \(\rho_i\) are arbitrary, it follows that the p-dimensional vector \(n^{\frac{1}{2}} \left( \hat{M}_{XY} + \sum_{i=1}^{p} \hat{D}_{XX} \beta_i \right)\) converges in distribution to a p-dimensional normal random variable with mean zero and variance \(V\), where \(V\) is the covariance matrix defined in the theorem [see Rao, 1965, p. 108].

Using Slutky's Theorem, Cramer [1946, p. 255],
\[
\frac{1}{n} (\hat{\beta} - \beta) \xrightarrow{L} N(0, \Omega^{-1} \Sigma \Omega^{-1}) . \]

5. An estimator for the variance of the regression coefficients given non-normal error structure

We now consider the case where \(x_t, (\epsilon_t; u_t), t=1, 2, \ldots, n\) have non-normal distributions. We call upon the following assumptions:

i) \((y_t; x_t)\) is a \(1 \times (p+1)\) vector selected from a multivariate population with finite \(4+\delta\) moments, \(t=1, 2, \ldots, n\).
\((y_t; x_{t.})\) is independent of \((y_s; x_s)\) for \(t \neq s\).

\(x_{t.}, t=1, 2, \ldots, n\) has mean vector zero and covariance matrix \(\Sigma_{xx}\).

ii) \(E[(\epsilon_t; u_{t.}) | (y_t; x_{t.})] = 0, \quad t=1, 2, \ldots, n\).

iii) The random variables \((\epsilon_t; u_{t.})\) are independent, identically distributed, have zero means, uniformly bounded 4+\(\delta\) moments, \(\delta > 0\), and error covariance matrix

\[
E \left[ \begin{pmatrix} \epsilon_t \\ u_{t.} \end{pmatrix} \right] (\epsilon_t; u_{t.}) = \Sigma = \begin{pmatrix} \sigma^2 & 0 \\ 0 & D_{uu} \end{pmatrix}
\]

for \(t=1, 2, \ldots, n\).

**Theorem 4.D.2**

Given assumptions i) - iii), then

\[ n^{\frac{1}{2}} (\hat{\beta} - \beta) \xrightarrow{L} N(0, \Sigma^{-1}_{xx} A \Sigma^{-1}_{xx}) \]

and

\[ \frac{1}{n} \left( \hat{M}_{xx} - \Lambda \hat{A}_{xx} \right)^{-1} \hat{M}_{xy} \]

is a consistent estimator for the variance of \(\hat{\beta}\) where,

\[ \hat{\beta} = \left( \hat{M}_{xx} - \Lambda \hat{A}_{xx} \right)^{-1} \hat{M}_{xy}, \quad (4.D.23) \]
\[ A = nE \left( \hat{M}_{XX} + \Lambda \hat{D}_{XX} \beta \right) \left( \hat{M}_{vX} + \beta' \hat{D}_{XX} \Lambda \right), \quad (4.D.24) \]

\[ \tilde{A} = \frac{1}{n-p} \sum_{n-p} d_i \cdot \tilde{d}_i. \quad (4.D.25) \]

\[ \tilde{d}_i = (\tilde{d}_{i1}, \tilde{d}_{i2}, \ldots, \tilde{d}_{ip}) \]

\[ \tilde{d}_{ij} = x_{ij} \tilde{v}_i + \frac{\lambda_j}{1+\lambda_j} x_{ij}^2 \tilde{\beta}_j \quad (4.D.26) \]

\[ \tilde{v}_i = Y_i - X_i \cdot \tilde{\beta} \quad (4.D.27) \]

\[ \hat{M}_{Xv} = \frac{1}{n} X'v, \]

\( \tilde{\beta}_j \) is the \( j^{th} \) vector element of \( \beta \), \( j=1, 2, \ldots, p. \)

**Proof:**

Our estimator is,

\[ \tilde{\beta}' = \left( \hat{M}_{XX} - \Lambda \hat{D}_{XX} \right)^{-1} \hat{M}_{Xv} \]

and from equation \((4.D.17)\)

\[ \tilde{\beta} - \beta = \left( \hat{M}_{XX} - \Lambda \hat{D}_{XX} \right)^{-1} \left( \hat{M}_{Xv} + \Lambda \hat{D}_{XX} \beta \right). \]

Now, \( E\left( \left( \hat{M}_{XX} - \Lambda \hat{D}_{XX} \right) \right) = \Sigma_{XX} \) and the variance of the elements of \( (\hat{M}_{XX} - \Lambda \hat{D}_{XX}) \) are of order \( \frac{1}{n} \). Hence, by Corollary 2.A.2
\[ \hat{M}_{XX} - \Lambda_{XX} = \mathbf{1}_{XX} + o_p\left(\frac{1}{\sqrt{n}}\right). \]

The elements of \( \hat{M}_{XX} + \Lambda_{XX} \beta \) are of order \( n^{-\frac{3}{2}} \), hence

\[ \hat{\beta} - \beta = \mathbf{1}_{XX}^{-1} (\hat{M}_{XX} + \Lambda_{XX} \beta) + o_p(\frac{1}{n}). \quad (4.D.28) \]

From Theorem 2.B.1, it follows that the limiting distribution of \( n^{\frac{1}{2}} (\hat{\beta} - \beta) \) is the same as the limiting distribution of \( n^{\frac{1}{2}} \mathbf{1}_{XX}^{-1} \)

\[ x (\hat{M}_{XX} + \Lambda_{XX} \beta). \]

Thus, let us investigate the limiting distribution of

\[ n^{\frac{1}{2}} \mathbf{1}_{XX}^{-1} (\hat{M}_{XX} + \Lambda_{XX} \beta). \]

Let \( \rho \) be an arbitrary nonzero (p×1) vector, and consider

\[ n^{\frac{1}{2}} \rho' (\hat{M}_{XX} + \Lambda_{XX} \beta). \]

First, note that

\[ (\hat{M}_{XX} + \Lambda_{XX} \beta) = \frac{1}{n} \sum_{i=1}^{n} \theta_i \]

where \( \theta_i = x_i' \cdot v_i + \text{mdiag} (x_i' \cdot x_i) \Lambda \beta \) is the mean of \( n \) independent random variables by assumptions i) and iii). Second note that

\[ E \left[ \frac{1}{n} \sum_{i=1}^{n} \theta_i \right] = 0. \]
Third, note that

\[ E \left[ (\rho' \theta_i)^2 \right] = \rho' E(\theta_i \theta_i') \rho, \]

is uniformly bounded, and

\[ E \left[ |\rho' \theta_i|^{2+1/\delta} \right], \quad \delta > 0, \]

is uniformly bounded. This follows since the random variables 
\((y_t; x_t, 1)\) and \((\varepsilon_t; u_t, 1)\) possess 4+\delta moments.

Now we have

\[
\lim_{n \to \infty} \frac{\sum_{i=1}^{n} E[|\rho' \theta_i|^{2+1/\delta}]}{\left\{ \sum_{i=1}^{n} E[(\rho' \theta_i)^2] \right\}^{1/2} (2+1/\delta)}
\]

\[
= \lim_{n \to \infty} \frac{n^{-1} \sum_{i=1}^{n} E[\rho' \theta_i^{2+1/\delta}]}{n^{1/\delta} \{n^{-1} \sum_{i=1}^{n} E(\varepsilon_i \theta_i') \rho\}^{1+1/\delta}} = 0.
\]

By the Liapounov central limit theorem, Theorem 2.C.2, this gives

\[
\frac{n^{-1/2} \sum_{i=1}^{n} \rho' \theta_i}{\left\{ \rho' E[\frac{1}{n} \sum_{i=1}^{n} (\theta_i \theta_i') \rho] \right\}^{1/2}} \xrightarrow{L} N(0, 1).
\]
Furthermore, by our assumptions

\[ E \left[ \frac{1}{n} \sum_{i=1}^{n} \theta_i \theta_i' \right] = O(1) \]

and thus by a result in Rao [1965, p. 102],

\[ n^{-\frac{1}{2}} \sum_{i=1}^{n} \rho \theta_i \xrightarrow{L} N(0, \rho \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} E(\theta_i \theta_i') \rho) \]

We proceed to show that

\[ A = \lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} E(\theta_t \theta_t') \]

The 1\textsuperscript{st} diagonal element of

\[ \frac{1}{n} \sum_{t=1}^{n} E(\theta_t \theta_t') \]

is

\[ \frac{1}{n} \sum_{i=1}^{n} E(X_{i1} v_i + X_{i1}^2 \frac{\lambda_1}{1+\lambda_1} \beta_1)^2 \]

\[ = E(X_{i1}^2 v^2) + 2 \frac{\lambda_1 \beta_1}{1+\lambda_1} E(X_{i1}^3 v) + (\frac{\lambda_1}{1+\lambda_1})^2 \beta_1^2 E(X_{i1}^2) \]

where \( X_{i1} \) denotes the 1\textsuperscript{st} scalar random variable, \( l=1, 2, \ldots, p \).
The $k \ell$th off-diagonal element of

$$\frac{1}{n} \sum_{i=1}^{n} E(\theta_i \theta_i')$$

is

$$\frac{1}{n} \sum_{i=1}^{n} E(X_{ik} v_t + X_{i1}^2 \frac{\lambda_k}{1+\lambda_k} \theta_k)(X_{i1} v_t + X_{i1}^2 \frac{\lambda_1}{1+\lambda_1} \beta_1)$$

$$= E(X_{1k}^2 v_t^2) + \frac{\lambda_k \beta_k}{1+\lambda_k} E(X_{tk}^2 X_{tk} v_t)$$

$$+ \frac{\lambda_1 \beta_1}{1+\lambda_1} E(X_{t1}^2 X_{tk} v_t) + \frac{\lambda_1 \beta_1}{(1+\lambda_1)(1+\lambda_k)} E(X_{1k}^2).$$

Using $E(\hat{M}_{Xv} + \hat{D}_{XX} \beta) = 0$, it easily follows that the diagonal and off-diagonal elements of $A$ are the same as the diagonal and off-diagonal elements of

$$\frac{1}{n} \sum_{i=1}^{n} E(\theta_i \theta_i').$$

Hence, by the multivariate central limit theorem, we now have

$$n^{-\frac{1}{2}} \sum_{i=1}^{n} \theta_i \xrightarrow{L} N(0, A).$$

Finally, using equation (4.D.28), we obtain
\[ n^{\frac{1}{2}} (\hat{\beta} - \beta) \xrightarrow{L} N(0, \frac{\Sigma}{\text{tr}_\Sigma^{-1}} \frac{\Sigma}{\text{tr}_\Sigma^{-1}}). \]

We next prove that \((M_{xx} - \Lambda D_{xx})^{-1} A(M_{xx} - \Lambda D_{xx})^{-1}\) is a consistent estimator for the variance of \(\beta\). Now, by our assumptions,

\[ \widetilde{\nu}_t = Y_t - X_t \hat{\beta} \]
\[ = v_t - X_t (\hat{\beta} - \beta). \quad (4.D.29) \]

Also,

\[ \tilde{A} = \frac{1}{n-p} \sum_{i=1}^{n} d_i \cdot \tilde{d}_i. \]
\[ = \frac{1}{n-p} \sum_{i=1}^{n} [X_i' \tilde{v}_i + \text{mdiag}(X_i X_i) \Lambda \beta] [X_i' \tilde{v}_i + \text{mdiag}(X_i X_i) \Lambda \beta]. \]
\[ = \tilde{A} + O_p(n^{-\frac{3}{2}}). \quad (4.D.30) \]

Substituting (4.D.29) into (4.D.30), we obtain

\[ \tilde{A} = \frac{1}{n-p} \sum_{i=1}^{n} [X_i' v_i + \text{mdiag}(X_i X_i) \Lambda \beta]' \]
\[ [X_i' v_i + \text{mdiag}(X_i X_i) \Lambda \beta] + O_p(n^{-\frac{3}{2}}), \]
\[ = \tilde{A} + O_p(n^{-\frac{3}{2}}) \]
where
\[
\frac{1}{n-p} \sum_{i=1}^{n} \left[ X'_i v_i + \text{mdia} \left( X'_i X'_i \right) \lambda \beta \right]
\]
\[
\left[ X'_i v_i + \text{mdia} \left( X'_i X'_i \right) \lambda \beta \right].
\]

The elements of the matrix \(\frac{n-p}{n} \hat{A} \) have means equal to the corresponding elements in the matrix \(A\). Furthermore, by assumptions i) and iii), the elements of \(\frac{n-p}{n} \hat{A} \) are the means of independent random variables with finite \(1 + \frac{1}{n} \) moments. It follows by Markov's weak law of large numbers, Parzen [1960, p. 418] that
\[
\frac{1}{n-p} \sum_{i=1}^{n} \tilde{d}_i. \tilde{d}_i. \rightarrow A. //
\]

6. A modified estimator

We modify the estimator \(\beta\) in order to guarantee the existence of the first two moments.

Consider
\[
\tilde{\beta}_2 = \hat{H}^{-1} \hat{M}_{XY}, \quad (4.D.23)
\]

where
\[
\hat{H}_{XX} = \hat{M}_{XX} - \Lambda \hat{D}_{XX} \quad \text{if } \gamma \geq 1 + \frac{1}{n},
\]
= \hat{M}_{XX} - (\gamma - \frac{1}{n})\Lambda_{D_{XX}} \text{ if } \gamma < 1 + \frac{1}{n}.

\hat{\gamma} \text{ is the smallest root of }

\left| \hat{M}_{XX} - \gamma(\Lambda_{D_{XX}}) \right| = 0.

**Theorem 4.D.3**

Given assumptions i)-v) of Section 4.D.2, the \(i\)\(^{th}\) moment of the estimator

\[ \tilde{\beta}_2 = \hat{H}^{-1}_{XX} \hat{M}_{XY} \]

is of order one.

**Proof:**

The \(i\)\(^{th}\) element of \(\tilde{\beta}_2\) is given by

\[ \tilde{\beta}_{2i} = \sum_{j=1}^{p} \frac{h_{ij} m_{j}}{|H_{XX}|^{-1} \text{Cof} (h_{ij}) m_{j}} \]

where \(\text{Cof} (h_{ij})\) is the signed cofactor of \(h_{ij}\), \(h_{ij}\) is the \(ij\)\(^{th}\) element of \(\hat{H}_{XX}\) and \(m_{j}\) is the \(j\)\(^{th}\) element of \(M_{XY}\).

Now for \(n > N_0\),

\[ |H_{XX}| \geq \frac{1}{n} |\Lambda_{D_{XX}}| \].
Let

$$Y(\theta) = \left| \Lambda_{XX} \right|^{1/2} \sum_{j=1}^{P} \operatorname{Cof}(h_{ij}) m_j \right|^{1/2}$$

where $\hat{\theta}$ denotes the column vector obtained by arranging the $p$ columns of $\hat{M}_{XX}$ and $\hat{M}_{XY}$ in a single column.

The elements of $\hat{\theta}$ are distributed with mean $\theta$ and variances of order $n^{-1}$. In order to establish the conditions of Theorem 2.D.2, we note that, for sufficiently large $n$, the elements of $\hat{\beta}$ are continuous differentiable functions of $\theta$ for all $\theta$ in a bounded span at $S$ containing the true value $\theta$.

Now,

$$|\beta_{2i}|^{1/2} \leq n^{1/2} Y(\theta) .$$

$|D_{XX}|$ may be expressed as a multiple of its diagonal elements

$$|D_{XX}| = \prod_{i=1}^{p} \frac{X_i^t X_i}{n} .$$

The expected value of $\frac{X_i^t X_i}{n}$ is $\sigma_x^2$ where

$$\sigma_x^2 = \sigma_{x_i}^2 + \sigma_{u_i}^2 .$$
Defining \( z_i = \frac{x_i \cdot \lambda_i}{\lambda_i} \), it is easily seen that \( \frac{z_i}{\sigma^2} \) is distributed as a \( \chi^2 \) with \( p \)-degrees of freedom for \( i = 1, 2, \ldots, p \).

Now,

\[
\int \left| D_{XX} \right|^{-4r} dF_n(\hat{\theta}) = \frac{p}{\pi} \int (\Lambda_i z_i)^{-4r} dF_n(\hat{\theta})
\]

\[
= \frac{p}{\pi} \left( \frac{1}{2} \right)^{2r} \frac{\Gamma\left(\frac{p}{2}-4r\right)}{\Gamma\left(\frac{p}{2}\right)} (\sigma_x^2)^{4r}.
\]

\[= O(1).\]

Since

\[
E(\hat{\theta} - \theta)^{2r} = \int ||\hat{\theta} - \theta||^{2r} dF_n(\hat{\theta})
\]

\[= O(n^{-r}) \quad r=1, 2, \ldots .\]

We have

\[
\int \sum_{j=1}^{p} \text{Cof} (n_{ij}) n_j^{4r} = O(1).
\]
Using the Cauchy-Schwartz Inequality,

\[ \int |Y(\hat{\theta})|^2 \, dF_n(\hat{\theta}) \leq \left[ \int \hat{D}_{XX}^{1/2} \, dF_n(\hat{\theta}) \right]^{1/2} \]

\[ \leq \left[ \int \sum_{j=1}^{p} \text{Cof}(h_{ij}) \, m_j \right]^{1/2} \]

\[ = O(1) . \]

Hence the conditions of Theorem 2.D.2 are satisfied. We have obtained the required result. //

E. An Example

Winakor [1973], in a study of textile expenditure by households, used a stratified area-sample of Central Iowa households. In this example, we will consider data from 231 clusters in urban areas.

We postulate that textile expenditure of a household, as measured in dollars, is a function of the three variables

a) income—income of the family in hundreds of dollars for the family units

b) family size—the number of people in a family

c) moving—a zero one variable indicating whether the family had moved within the last year; zero indicates that the family unit had not moved and one indicates that it had moved.
To obtain residuals with constant variance, the data was transformed using a natural log transformation. It is assumed that

\[ y_{ij} = \log_e (\text{Expenditure} + 5), \]
\[ x_{ij1} = \log_e (\text{Income} + 5), \]
\[ x_{ij2} = \log_e (\text{Family Size}), \]

and

\[ x_{ij3} = \text{Moving}. \]

Income and family size are variables assumed to be measured with error. The moving variable is zero-one and it is assumed to be measured without error. It is assumed that the response error in income and family size are mutually independent.

The response variance and total variance for \( \log_e (\text{Income} + 5) \) and \( \log_e (\text{Family Size}) \) were estimated from the U.S. Census publication (U.S. Bureau of the Census [1972, pages 50 and 95]). In the Census report, a replication study was designed to investigate some of the effects of using different-data-gathering techniques. Two samples were included in the replication study.

a) In Sample I, composed of 5,000 housing units, enumerators were sent to the housing units and the persons at the units responded by means of a direct interview.
b) In Sample II, composed of 1,000 housing units, questionnaires identical with the census questionnaires were mailed to the housing units. The householders were asked to mail in the completed questionnaires within 3 days. Nonresponse and inconsistencies were followed up by enumerators.

In both samples, the householders were asked to make the second response within 2 or 3 weeks of the census. In both samples, the reinterview questionnaire was identical to the census questionnaire. The data thus obtained was classified in a two-way contingency table, one way for census classification and the other way for reinterview classification.

Table 1 shows the data classified by response to the question on number of children in both the census and reinterview for Sample I. The data pertains to all women 14 years old and over who had been married at the time of the census. Table 2 shows the data classified by reported income. Reported income is the sum of wages and salary for self employment, and other income, using Census definitions.

Note that the Census data used to estimate the total variance and response variance for the Winakor data is not the most appropriate, however, it was the only available source of information to estimate these variances. There are several reasons for this. First, we utilized the number of children ever born to married women fourteen years old and over, to estimate total variance and response variance of reported family size. These estimates are not
Table 1. Estimates of differences in reporting number of children ever born to females 14 years old and over, ever married, Sample I. Data Source: U.S. Bureau of the Census [1972, p. 95]

<table>
<thead>
<tr>
<th>Reinterview classification</th>
<th>Census classification</th>
<th>Females, 14 years old and over, marital status reported in census</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>None</td>
</tr>
<tr>
<td>Total</td>
<td>36,127</td>
<td>5,437</td>
</tr>
<tr>
<td>None</td>
<td>5,798</td>
<td>5,207</td>
</tr>
<tr>
<td>1</td>
<td>6,696</td>
<td>149</td>
</tr>
<tr>
<td>2</td>
<td>3,706</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>6,010</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>3,062</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>1,671</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>1,142</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>849</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>486</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>330</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>71</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>83</td>
<td>-</td>
</tr>
<tr>
<td>12 or more</td>
<td>222</td>
<td>-</td>
</tr>
</tbody>
</table>

*a* represents zero.
<table>
<thead>
<tr>
<th></th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12 or more</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,724</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>222</td>
</tr>
<tr>
<td>119</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,474</td>
<td></td>
<td></td>
<td>99</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>141</td>
</tr>
<tr>
<td>89</td>
<td></td>
<td></td>
<td>55</td>
<td>677</td>
<td>28</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>43</td>
<td>401</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>246</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>46</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>39</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>222</td>
</tr>
</tbody>
</table>
Table 2. Estimates of differences in reporting total income of males 14 years old and over, Sample I. Data Source: U.S. Bureau of the Census [1972, p. 95]

<table>
<thead>
<tr>
<th>Reinterview classification</th>
<th>Census classification</th>
<th>Males, 14 years old and over, total income reported in census</th>
<th>Total</th>
<th>None</th>
<th>$1 to $499</th>
<th>$500 to $999</th>
<th>$1000 to $1499</th>
<th>$1500 to $1999</th>
<th>$2000 to $2499</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>32435</td>
<td>813</td>
<td>1802</td>
<td>1558</td>
<td>1485</td>
<td>1257</td>
<td>1441</td>
</tr>
<tr>
<td>None</td>
<td></td>
<td></td>
<td>970</td>
<td>519</td>
<td>152</td>
<td>73</td>
<td>49</td>
<td>74</td>
<td>36</td>
</tr>
<tr>
<td>$1 to $499</td>
<td></td>
<td></td>
<td>1707</td>
<td>124</td>
<td>1167</td>
<td>237</td>
<td>86</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>$500 to $999</td>
<td></td>
<td></td>
<td>1520</td>
<td>64</td>
<td>244</td>
<td>904</td>
<td>152</td>
<td>48</td>
<td>21</td>
</tr>
<tr>
<td>$1000 to $1499</td>
<td></td>
<td></td>
<td>1311</td>
<td>11</td>
<td>79</td>
<td>122</td>
<td>660</td>
<td>213</td>
<td>58</td>
</tr>
<tr>
<td>$1500 to $1999</td>
<td></td>
<td></td>
<td>1379</td>
<td>27</td>
<td>24</td>
<td>68</td>
<td>259</td>
<td>623</td>
<td>166</td>
</tr>
<tr>
<td>$2000 to $2499</td>
<td></td>
<td></td>
<td>1651</td>
<td>32</td>
<td>68</td>
<td>73</td>
<td>98</td>
<td>141</td>
<td>710</td>
</tr>
<tr>
<td>$2500 to $2999</td>
<td></td>
<td></td>
<td>1377</td>
<td>12</td>
<td>8</td>
<td>24</td>
<td>27</td>
<td>32</td>
<td>215</td>
</tr>
<tr>
<td>$3000 to $3499</td>
<td></td>
<td></td>
<td>1507</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>66</td>
<td>20</td>
<td>75</td>
</tr>
<tr>
<td>$3500 to $3999</td>
<td></td>
<td></td>
<td>1622</td>
<td>-</td>
<td>-</td>
<td>11</td>
<td>23</td>
<td>47</td>
<td>42</td>
</tr>
<tr>
<td>$4000 to $4499</td>
<td></td>
<td></td>
<td>2428</td>
<td>14</td>
<td>24</td>
<td>-</td>
<td>12</td>
<td>9</td>
<td>68</td>
</tr>
<tr>
<td>$4500 to $4999</td>
<td></td>
<td></td>
<td>2400</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>12</td>
<td>-</td>
<td>8</td>
</tr>
<tr>
<td>$5000 to $5999</td>
<td></td>
<td></td>
<td>5127</td>
<td>-</td>
<td>7</td>
<td>10</td>
<td>17</td>
<td>-</td>
<td>21</td>
</tr>
<tr>
<td>$6000 to $6999</td>
<td></td>
<td></td>
<td>3287</td>
<td>-</td>
<td>9</td>
<td>-</td>
<td>7</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>$7000 to $9999</td>
<td></td>
<td></td>
<td>4118</td>
<td>-</td>
<td>7</td>
<td>12</td>
<td>9</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>$10000 and over</td>
<td></td>
<td></td>
<td>1971</td>
<td>-</td>
<td>13</td>
<td>8</td>
<td>11</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

a - represents zero.
<table>
<thead>
<tr>
<th></th>
<th>$2500</th>
<th>$3000</th>
<th>$3500</th>
<th>$4000</th>
<th>$4500</th>
<th>$5000</th>
<th>$6000</th>
<th>$7000</th>
<th>$10000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>to</td>
<td>to</td>
<td>to</td>
<td>to</td>
<td>to</td>
<td>to</td>
<td>to</td>
<td>to</td>
<td>and</td>
</tr>
<tr>
<td>$2999</td>
<td>$3499</td>
<td>$3999</td>
<td>$4499</td>
<td>$4999</td>
<td>$5999</td>
<td>$6999</td>
<td>$9999</td>
<td>over</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>1304</th>
<th>1664</th>
<th>1571</th>
<th>2392</th>
<th>2275</th>
<th>5287</th>
<th>3517</th>
<th>4193</th>
<th>1877</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>7</td>
<td>-</td>
<td>22</td>
<td>-</td>
<td>20</td>
<td>8</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>-</td>
<td>30</td>
<td>15</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>-</td>
<td>11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td>53</td>
<td>56</td>
<td>17</td>
<td>8</td>
<td>11</td>
<td>-</td>
<td>-</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>82</td>
<td>23</td>
<td>11</td>
<td>16</td>
<td>-</td>
<td>19</td>
<td>10</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>188</td>
<td>160</td>
<td>40</td>
<td>94</td>
<td>8</td>
<td>10</td>
<td>17</td>
<td>-</td>
<td>12</td>
</tr>
<tr>
<td>566</td>
<td>220</td>
<td>36</td>
<td>108</td>
<td>31</td>
<td>36</td>
<td>11</td>
<td>40</td>
<td>9</td>
</tr>
<tr>
<td>125</td>
<td>663</td>
<td>183</td>
<td>150</td>
<td>44</td>
<td>108</td>
<td>8</td>
<td>28</td>
<td>9</td>
</tr>
<tr>
<td>50</td>
<td>285</td>
<td>807</td>
<td>153</td>
<td>100</td>
<td>72</td>
<td>-</td>
<td>29</td>
<td>-</td>
</tr>
<tr>
<td>50</td>
<td>81</td>
<td>272</td>
<td>1168</td>
<td>338</td>
<td>216</td>
<td>89</td>
<td>68</td>
<td>20</td>
</tr>
<tr>
<td>33</td>
<td>54</td>
<td>38</td>
<td>367</td>
<td>1192</td>
<td>566</td>
<td>67</td>
<td>64</td>
<td>-</td>
</tr>
<tr>
<td>107</td>
<td>75</td>
<td>46</td>
<td>203</td>
<td>398</td>
<td>3324</td>
<td>663</td>
<td>203</td>
<td>52</td>
</tr>
<tr>
<td>13</td>
<td>-</td>
<td>23</td>
<td>35</td>
<td>83</td>
<td>544</td>
<td>2113</td>
<td>366</td>
<td>87</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>9</td>
<td>28</td>
<td>46</td>
<td>205</td>
<td>452</td>
<td>3092</td>
<td>239</td>
</tr>
<tr>
<td>13</td>
<td>-</td>
<td>30</td>
<td>-</td>
<td>11</td>
<td>156</td>
<td>79</td>
<td>242</td>
<td>1397</td>
</tr>
</tbody>
</table>
the best, since, family size in the Winakor study comprises the two parents and their living dependents, whereas, in the Census, only the number of children ever born is reported. Hence, there is reason to believe that the number of children reported by the Census figures would be higher than the number of children reported in the Winakor study. This would imply that the estimate of response variance obtained using the Census data would overestimate the response variance in the Winakor study. Second, we used the Census estimate of total income of males fourteen years old and over to estimate total variance and response variance of family income. Again, these estimates are not the best since family income is comprised of the sum of the income of each member of the family.

For the data presented in Tables 1 and 2, let \( m \) be the number of classifications. Thus the interview-reinterview table is an \( m \times m \) array where the \( i^{th} \) cell, \( i, j = 1, 2, \ldots, m; \) the number of persons who were classified in the \( i^{th} \) category in the census and in the \( j^{th} \) category in the reinterview. Let the number of persons classified in the \( i^{jth} \) cell be \( f_{ij}. \) We denote by \( w_i, i = 1, 2, \ldots, m, \) the value associated with the \( i^{th} \) classification. For example, in Table 1, \( w_i \) is the number of children ever born to females 14 years old and over, ever married. If twelve or more children were born, we set \( w_i \) equal to fifteen. In Table 2, \( w_i \) is the mid-point for each class interval for total income reported. For total income over \$10,000, we set \( w_i \) equal to \$14,000.

If computations are to be made from Table 1, define
\[ s_i = \log_e (w_i + 2) \quad i = 1, 2, \ldots, m; \]

where \( w_i \) = number of children reported in the \( i^{th} \) classification.

If computations are to be made from Table 2, or define \( s_i = \log_e (w_i/100 + 5) \) where \( w_i \) = total income value used for the \( i^{th} \) classification.

Using the data in Table 1 or Table 2, the estimated total variance is estimated by

\[ \hat{\sigma}_T^2 = \frac{1}{2} (\hat{\sigma}_R^2 + \hat{\sigma}_C^2) \]

where

\[ \hat{\sigma}_R^2 = \frac{1}{m} \left[ \sum_{j=1}^{m} f_{i\cdot j} s_{i\cdot j}^2 - \frac{\left( \sum_{i=1}^{m} f_{i\cdot} s_{i\cdot} \right)^2}{\sum_{j=1}^{m} f_{i\cdot j}} \right] \]

\[ \hat{\sigma}_C^2 = \frac{1}{m} \left[ \sum_{i=1}^{m} f_{i\cdot} s_{i\cdot}^2 - \frac{\left( \sum_{i=1}^{m} f_{i\cdot} s_{i\cdot} \right)^2}{n \left( \sum_{i=1}^{m} f_{i\cdot} \right)} \right] \]

\[ f_{i\cdot} = \sum_{j=1}^{m} f_{ij} \]

\[ f_{i\cdot j} = \sum_{i=1}^{m} f_{ij} \cdot \]
The response error variance is directly estimated by

\[ \hat{\sigma}_u^2 = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{m} f_{ij} (s_i - s_j)^2. \]

The estimated total variances for \( \log_e (\text{income} + 5) \) and \( \log_e (\text{Family Size}) \) were 0.6227 and 0.1977 respectively.

The estimated response error variances for \( \log_e (\text{Income} + 5) \) and \( \log_e (\text{Family Size}) \) were 0.0730 and 0.0096 respectively. Thus, the ratio of response error variances to true variances for \( \log_e (\text{Income} + 5) \) was 0.1328 and for \( \log_e (\text{Family Size}) \) was 0.0510.

We assume the following model for the data

\[ y_{ij} = \beta_0 + \sum_{k=1}^{3} \beta_k x_{ijk} \]  

(4.E.1)

where

\[ i=1, 2, \ldots, 231 \] — the number of clusters in urban areas,

\[ j=1, 2, \ldots, n_i \] — the number of secondary units in the \( i^{th} \) cluster.

In this example, we have 630 families in the 231 clusters.

In matrix notation model (4.E.1) may be written as,

\[ y = X \beta \]  

(4.E.2)
where $y$ is an 630x1 vector, $x$ is an 630x4 matrix and $\beta$ is 4x1. The $\beta$'s are the unknown parameters that we wish to estimate. We observe $Y$, which is the sum of $y$ and a measurement error $e$, and $X$ which is the sum of $x$ and a measurement error $u$. In matrix notation corresponding to (4.E.2), we have

$$Y = y + e$$

(4.E.3)

$$X = x + u$$

Three models for the data and associated methods are considered and illustrated.

A. In this model, we assume that $x$ is an 630x4 matrix of fixed constants, $\xi = (e; u)$ is an 630x5 matrix of random variables whose rows are independently and identically distributed with mean zero and covariance matrix $\Sigma$. That is,

$$(e_t; u_t, ) \sim \text{NID} (0, \Sigma)$$

where $(e_t; u_t, )$ denotes the $t^{th}$ row of the matrix $\xi$ and

$$\Sigma = \begin{pmatrix}
\sigma_e^2 & 0 \\
0 & \Sigma_{uu}
\end{pmatrix},$$

with $\Sigma_{uu}$ being a 4x4 matrix with off-diagonal elements equal to zero. It is assumed that $\Sigma_{uu}$ is known. Also we assume that $(e; u)$ is independent of $(y; x)$. 
A moment estimator of $\beta$ is

$$\hat{\beta} = \left[ X'X - 626 \hat{\sigma}_{uu} \right]^{-1} X'Y.$$  

B. We assume model (4.D.1) with assumptions i) - iv) of subsection (4.D.2). That is, we are given the ratio of the error variance to the total variance. We compute the estimator $\beta$ defined by Equation (4.D.7).

C. We use the ordinary least squares regression estimator

$$\hat{\beta}_{OLS} = (X'X)^{-1} X'Y.$$  

The computations involved in those three procedures are given in Tables 4 through 9. Table 3 summarizes the results for these three methods. From Table 3, one immediately observes that, compared with the least-squares estimates, the errors-in-variables estimated coefficients are larger using methods A and B for Log$_e$ (Income + 5) (0.5941 vs. 0.9374, 0.6758), Log$_e$ (Size) (0.3668 vs. 0.3799, 0.3835) and Moving (0.3905 vs. 0.4735, 0.4111). The estimated standard errors for each of the errors-in-variables estimators are larger than the estimated standard errors of the O.L.S. estimator. The regression coefficients for Log$_e$ (Income + 5) using method A is larger than the regression coefficient for Log$_e$ (Income + 5) using method B. For all the regression coefficients of interest and all
the methods used, their associated t values are all significant at the five percent level. Both the regression coefficient and its associated standard error for $\log_e (\text{Income} + 5)$ and Moving are larger in method A than in method B. This occurs since the total variance of $\log_e (\text{Income} + 5)$ for the Winakor data (0.2058) is smaller than the total variance of $\log_e (\text{Income} + 5)$ for the U.S. Census data (0.6227).

We have presented two methods for estimating the regression coefficients and their associated estimated standard errors given an errors-in-variables model. Our method for estimating the variances of the regression coefficients does not require the assumption that the errors of measurement are normally distributed. We only need the measurement errors to have finite $4 + \delta, \delta > 0$, moments.
Table 3. Summary of results

<table>
<thead>
<tr>
<th></th>
<th>Log$_e$(inc.+5)</th>
<th>Log$_e$(Size)</th>
<th>Moving</th>
</tr>
</thead>
<tbody>
<tr>
<td>Errors-in-variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>regression method A</td>
<td>0.9374</td>
<td>0.3799</td>
<td>0.4735</td>
</tr>
<tr>
<td>Estimated standard errors</td>
<td>0.1797</td>
<td>0.1138</td>
<td>0.1319</td>
</tr>
<tr>
<td>t</td>
<td>5.216*</td>
<td>3.340*</td>
<td>3.590*</td>
</tr>
<tr>
<td>Errors-in-variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>regression method B</td>
<td>0.6761</td>
<td>0.3835</td>
<td>0.4112</td>
</tr>
<tr>
<td>Estimated standard errors</td>
<td>0.1200</td>
<td>0.1118</td>
<td>0.1283</td>
</tr>
<tr>
<td>t</td>
<td>5.635*</td>
<td>3.431*</td>
<td>3.205*</td>
</tr>
<tr>
<td>Least squares</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>regression method C</td>
<td>0.5941</td>
<td>0.3668</td>
<td>0.3305</td>
</tr>
<tr>
<td>Estimated standard errors</td>
<td>0.1076</td>
<td>0.1059</td>
<td>0.1267</td>
</tr>
<tr>
<td>t</td>
<td>5.519*</td>
<td>3.464*</td>
<td>3.081*</td>
</tr>
</tbody>
</table>

*Significant at the 5% level.
Table 4. Calculation of $\hat{\beta}$ for Method A

\[
\hat{\beta} = (X'X - 626 \, \xi_{uu})^{-1} X'Y
\]

where the $rs^{th}$ element of $X'X$ is

\[
\sum_{i=1}^{231} \sum_{j=1}^{n_i} x_{ijr} x_{ijr}
\]

and the $r^{th}$ element of $X'Y$ is

\[
\sum_{i=1}^{231} \sum_{j=1}^{n_i} x_{ijr} y_{ij}.
\]

The matrices of interest are

\[
X'X = \begin{bmatrix}
630.0 & 2939.8 & 810.4 & 102.0 \\
2939.8 & 13848.2 & 3785.6 & 455.5 \\
810.4 & 3785.6 & 1148.8 & 125.5 \\
102.0 & 455.5 & 125.5 & 102.0
\end{bmatrix}
\]

\[
X'Y = \begin{bmatrix}
2229.4 \\
10474.0 \\
290.9 \\
380.1
\end{bmatrix}
\]

\[
\xi_{uu} = \text{diag}(0.0000, 0.0730, 0.0096, 0.0000)
\]
\[ \hat{\beta} = (X'X - 626 \hat{\Sigma}_{uu})^{-1} X'Y \]

\[ X'X - 626 \hat{\Sigma}_{uu} = \begin{bmatrix} 630.0 & 2939.8 & 810.4 & 102.0 \\ 2939.8 & 13802.5 & 3785.6 & 455.5 \\ 810.4 & 3785.6 & 1148.8 & 125.5 \\ 102.0 & 455.5 & 125.5 & 102.0 \end{bmatrix} \]

Therefore

\[ \hat{\beta} = \begin{pmatrix} -1.401 \\ 0.937 \\ 0.380 \\ 0.473 \end{pmatrix} \]
Table 5. Calculation of \( \hat{\text{Var}}(\hat{\beta}) \) for Method A

\[
\hat{\text{Var}}(\hat{\beta}) = (X'X - 626 \hat{\Psi}_{uu})^{-1} \hat{G} (X'X - 626 \hat{\Psi}_{uu})^{-1}.
\]

The \( rs \)th element of \( \hat{G} \) is

\[
\hat{g}_{rs} = \frac{231}{\sum_{i=1}^{n_i} \hat{d}_{i\cdot r}} \left( \hat{d}_{i\cdot r} - \frac{\hat{d}_{\cdot \cdot r}}{\hat{d}_{\cdot \cdot s}} (\hat{d}_{i\cdot s} - \frac{\hat{d}_{\cdot \cdot s}}{\hat{d}_{\cdot \cdot r}}) \right)
\]

where

\[
\hat{d}_{ijr} = x_{ijr} e_{ij} \quad r=1, 2, \ldots, 4
\]

\[
\hat{d}_{i\cdot r} = \sum_{j=1}^{n_i} \hat{d}_{ijr}
\]

\[
\hat{d}_{\cdot \cdot r} = \frac{1}{231} \sum_{i=1}^{231} \hat{d}_{i\cdot r}
\]

\[
e_{ij} = y_{ij} - \hat{\beta}_0 - \sum_{k=1}^{3} x_{ijk} \hat{\beta}_k.
\]

Calculating

\[
\hat{G} = \begin{bmatrix}
990.4 & 4670.9 & 1244.9 & 168.4 \\
4670.9 & 22231.9 & 5843.7 & 770.3 \\
1244.9 & 5843.7 & 1691.3 & 206.6 \\
168.4 & 770.3 & 206.6 & 141.1
\end{bmatrix}
\]
Table 5. (continued)

\[
\hat{\text{Var}} (\hat{\beta}) = (X'X - 626 \hat{\Phi}_{uu})^{-1} G (X'X - 626 \hat{\Phi}_{uu})^{-1} .
\]

we obtain

\[
\hat{\text{Var}} (\hat{\beta}) = \begin{bmatrix}
0.6694 & -0.1444 & 0.0067 & -0.0389 \\
-0.1444 & 0.0323 & -0.0051 & 0.0078 \\
0.0067 & -0.0051 & 0.0123 & -0.0001 \\
-0.0389 & 0.0078 & -0.0001 & 0.0174
\end{bmatrix}.
\]
Table 6. Calculation of $\tilde{\beta}$ for Method B

$$
\tilde{\beta} = [X'X - 630 \Lambda S_{\chi^2X}]^{-1} X'Y
$$

where

$$
X'X = \begin{bmatrix}
630.0 & 2939.8 & 810.4 & 102.0 \\
2939.8 & 13848.2 & 3785.6 & 455.5 \\
810.4 & 3785.6 & 1148.8 & 125.5 \\
102.0 & 455.5 & 125.5 & 102.0
\end{bmatrix}
$$

$$
\Lambda = \text{diag} (0.0000, 0.1172, 0.0485, 0.0000)
$$

$$
S_{\chi^2X} = \text{diag} (0.0000, 0.2055, 0.1692, 0.1359) .
$$

The $k^{th}$ diagonal element of $S_{\chi^2X}$ is

$$
S_{\chi^2X}(k) = \frac{1}{629} \sum_{i=1}^{231} \sum_{j=1}^{n_i} (X_{ijk} - \bar{X}_{\cdot \cdot k})^2
$$

where

$$
\bar{X}_{\cdot \cdot k} = \frac{1}{630} \sum_{i=1}^{231} \sum_{j=1}^{n_i} X_{ijk} .
$$
Table 6. (continued)

\[ \hat{\beta} = [x'x - 630 s_{xx}]^{-1} x'y \]

Now

\[
x'y = \begin{bmatrix}
2229.4 \\
10474.0 \\
290.9 \\
380.1
\end{bmatrix},
\]

and

\[
x'x - 630 \Lambda s_{xx} = \begin{bmatrix}
630.0 & 2939.8 & 810.4 & 102.0 \\
2939.8 & 13833.0 & 3785.6 & 455.5 \\
810.4 & 3785.6 & 1143.6 & 125.5 \\
102.0 & 455.5 & 125.5 & 102.0
\end{bmatrix}
\]

Therefore

\[
\hat{\beta} = \begin{bmatrix}
-0.176 \\
0.676 \\
0.383 \\
0.411
\end{bmatrix}
\]
Table 7. Calculations of $\tilde{\text{Var}}(\beta)$ for Method B

\[
\tilde{\text{Var}}(\beta) = [x'x - 630 \Lambda s_{xx}]^{-1} \tilde{G}[x'x - 630 \Lambda s_{xx}]^{-1}
\]

The $r_s$th element of $\tilde{G}$ is

\[
g_{rs} = \frac{630}{626} \sum_{i=1}^{231} \sum_{j=1}^{n_i} \tilde{d}_{ijr} \tilde{d}_{ijr}
\]

where

\[
\tilde{d}_{ijr} = x_{ijr} \tilde{v}_{ij} + \frac{\lambda_r}{1+\lambda_r} x_{ijr}^2 \tilde{\beta}_r, \quad r=1, 2, \ldots, 4
\]

\[
\tilde{v}_{ij} = y_{ij} + 0.176 - 0.676 x_{ij1} - 0.383 x_{ij2} - 0.411 x_{ij3}.
\]

We have

\[
[x'x - 630 \Lambda s_{xx}]^{-1} = \begin{bmatrix}
0.2180 & -0.0427 & -0.0118 & -0.0129 \\
-0.0427 & 0.0022 & -0.0002 & 0.0022 \\
-0.0118 & -0.0002 & 0.0099 & 0.0006 \\
-0.0129 & 0.0022 & 0.0006 & 0.0122
\end{bmatrix}
\]

and

\[
\tilde{G} = \begin{bmatrix}
749.9 & 3514.9 & 937.8 & 138.9 \\
3514.9 & 16652.8 & 4384.8 & 625.1 \\
937.8 & 4384.8 & 1298.3 & 167.7 \\
138.9 & 625.1 & 167.7 & 138.9
\end{bmatrix}
\]
Table 7. (continued)

\[
\tilde{\text{Var}}(\hat{\beta}) = [x'x - 630 \Lambda s_{xx}]^{-1} \tilde{g}[x'x - 630 \Lambda s_{xx}]^{-1}
\]

Hence,

\[
\tilde{\text{Var}}(\hat{\beta}) = \begin{bmatrix}
0.3182 & -0.0651 & -0.0081 & -0.0192 \\
-0.0651 & 0.0144 & -0.0018 & 0.0035 \\
-0.0081 & -0.0018 & 0.0125 & 0.0005 \\
-0.0192 & 0.0035 & 0.0005 & 0.0164
\end{bmatrix}
\]
Table 8. Calculation of $\hat{\beta}_{0,L,S.}$ for Method C

\[ \hat{\beta}_{0,L,S.} = (X'X)^{-1} X'Y \]

where the $r^{th}$ element of $X'X$ is

\[ \sum_{i=1}^{231} \sum_{j=1}^{n_i} x_{ijr} x_{ijr} \]

and the $r^{th}$ element of $X'Y$ is

\[ \sum_{i=1}^{231} \sum_{j=1}^{n_i} x_{ijr} y_{ij} \]

The numerical values for the elements of $X'X$ and $X'Y$ were given in Table 4

\[ \hat{\beta}_{0,L,S.} = \begin{pmatrix} 0.2311 \\ 0.5941 \\ 0.3668 \\ 0.3905 \end{pmatrix} \]
Table 9. Calculation of $\text{Var} (\hat{\beta}_{O.L.S.})$ for Method C

\[
\text{Var} (\hat{\beta}_{O.L.S.}) = (X'X)^{-1} \hat{G}_{O.L.S.} (X'X)^{-1}
\]

Where the $rs^{th}$ element of $\hat{G}_{O.L.S.}$ is

\[
g_{rs} = \sum_{i=1}^{231} \frac{n_i}{n_i - 1} (\hat{d}_{i.r} - \hat{d}_{..r})(\hat{d}_{i.s} - \hat{d}_{..s})
\]

\[
\hat{d}_{ijr} = X_{ijr} \hat{e}_{ijr} \quad r=1, 2, \ldots, 4
\]

\[
\hat{d}_{i.r} = \sum_{j=1}^{n_i} \hat{d}_{ijr}
\]

\[
\hat{d}_{..r} = \frac{1}{231} \sum_{i=1}^{231} \hat{d}_{i..r}
\]

\[
\hat{e}_{ij} = Y_{ij} - 0.2311 - 0.5941 X_{ij1} - 0.3668 X_{ij2} - 0.3905 X_{ij3}
\]

Calculating

\[
\begin{bmatrix}
956.5 & 4525.3 & 1206.1 & 161.2 \\
4525.3 & 21588.4 & 5686.5 & 742.9 \\
1206.1 & 5686.5 & 1645.2 & 198.6 \\
161.2 & 742.9 & 198.6 & 138.6
\end{bmatrix}
\]
Table 9. (continued)

\[
\text{Var} (\hat{\beta}_{\text{O.L.S.}}) = (X'X)^{-1} \hat{\sigma}^2 \text{O.L.S.} (X'X)^{-1}
\]

we obtain

\[
\text{Var} (\hat{\beta}_{\text{O.L.S.}}) = \begin{bmatrix}
0.2455 & -0.0509 & -0.0046 & -0.0167 \\
-0.0509 & 0.0116 & -0.0022 & 0.0030 \\
-0.0046 & -0.0022 & 0.0112 & 0.0004 \\
-0.0167 & 0.0030 & 0.0004 & 0.0161
\end{bmatrix}
\]
In Chapter 3, we investigated the limiting behavior of the estimator of the finite population regression coefficient, given that the elements of the finite population were selected from a multivariate population with finite fourth moments. A Monte-Carlo study was undertaken to investigate the performance of the estimators under small sample conditions. The small sample properties of two regression estimators were studied. These regression estimators were:

1) The O.L.S. regression estimator and
2) an errors-in-variables regression estimator.

The data used for this investigation were those used by Frankel [1971] and were collected by the U.S. Bureau of the Census in the March 1967 Current Population Survey [1963]. The finite population consisted of 45,737 observations grouped in 3240 primary units. Two sample designs were used in this investigation. In sample design I the original 3240 primary units in the population were divided into 6 strata containing 540 primary units each. In sample design II, the 3240 primary units were divided into 12 strata, each of size 270 primary units. This stratification was carried out by splitting each of the 6 strata used in design I into two strata. In sample designs I and II, two primary sampling units were selected without replacement from each stratum of the population. The data was stored on a tape. Each individual element stored on this tape
was identified by a household number and a p.s.u. code. The p.s.u. numbers were ordered from 1 to 3240. All the elements associated with a specific p.s.u. were grouped together within the strata defined by the position of the p.s.u. on the sequence. In the case of the 6 strata design, the first 540 p.s.u. made up stratum I, the second 540 p.s.u. made up stratum II, etc. In the case of the 12 strata design, each stratum was arranged in a sequence of 270 p.s.u. Each of the two sampling designs called for the selection of two primary sampling units from each stratum of the population. A computer program was written to select the two primary sampling units using a simple random without replacement sampling scheme. For sample design I, 6 independent pairs of random numbers were generated. Each element of the pair was generated by a uniform (0,1) random number generator. The elements of each pair were multiplied by 540 and the product was truncated. For sample design II, 12 independent pairs of random numbers were generated, with each element of the pair generated by a uniform (0,1) random number generator. The elements of each pair were multiplied by 270. Two hundred independent samples were selected in this manner for each sampling design.

The dependent variable of interest was log Income of the household head and the independent variables were age, age squared and education. To insure that the matrix of sums of squares and products of the independent variables was nonsingular, the independent variables were coded as: Age-43, (Age-43)^2-70 and Education-12. We let X_{ijkr} (r=1, 2, ..., 4) denote the value of the r^th
independent variable and $Y_{ijk}$ the value of the dependent variable for the $k^{th}$ element ($k=1, 2, \ldots, M_{ij}$) in the $j^{th}$ cluster ($j=1, 2, \ldots, N_i$) of the $i^{th}$ stratum ($i=1, 2, \ldots, L$) of the population. Similarly, $x_{ijkr}$ denotes the value of the $r^{th}$ independent ($r=1, 2, \ldots, 4$) variable and $y_{ijk}$ the value of the dependent variable for the $k^{th}$ element ($k=1, 2, \ldots, M_{ij}$) in the $j^{th}$ primary ($j=1, 2$) of the $i^{th}$ stratum ($i=1, 2, \ldots, L$) of a selected sample. In addition, we define

$$x_{ijk1} = 1 \text{ and } x_{ijk1} = 1$$

for all $i, j$ and $k$.

We investigated the sampling behavior of two sets of statistics, those associated with the O.L.S. estimator discussed in Fuller [1974, p. 12] and those associated with the errors-in-variables procedure discussed in Fuller [1974, p. 19]. Fuller [1974] extended Theorem 3.E.1 to the regression coefficient estimated from two-stage stratified samples. For the case of errors-in-variables, Fuller [1974] assumed that the response errors are independent between secondary units (clusters in our case) within the same primary unit (stratum) as well as between secondary units in different primary units.

For ordinary least squares, the population parameter is

$$B = Q_N^{-1} H_N$$

where $Q_N$ is a $(4x4)$ matrix with $rs^{th}$ element
and $H_N$ is a $(4 \times 1)$ vector with $s^{th}$ element

$$
h_{Ns} = \sum_{i=1}^{L} \sum_{j=1}^{N_i} \sum_{k=1}^{M_{ij}} x_{ijkr} y_{ijk},
$$

$r, s = 1, 2, \ldots, 4; L = 6, 12; N_i = 540, 270.$

For each selected sample, the sample regression estimator is

$$
b = Q_n^{-1} H_n
$$

where the $rs^{th}$ element of $Q_n$ is defined as

$$
q_{nrs} = \sum_{i=1}^{L} \sum_{j=1}^{N_i} \sum_{k=1}^{M_{ij}} x_{ijkr} x_{ijks}
$$

and the $s^{th}$ element of $H_n$ is defined as

$$
h_{ns} = \sum_{i=1}^{L} \sum_{j=1}^{N_i} \sum_{k=1}^{M_{ij}} x_{ijks} y_{ijk},
$$

$r, s = 1, 2, \ldots, 4; L = 6, 12.$

The consistent estimator for the variance-covariance matrix of $b$ is

$$
\hat{V} = Q_n^{-1} \hat{G}_n Q_n^{-1},
$$
where the \( r^s \) element of \( G_n \) is

\[
g_{nrs} = 2 \sum_{i=1}^{L} \sum_{j=1}^{2} (\hat{d}_{ij\cdot r} - \hat{d}_{i\cdot r})(\hat{d}_{ij\cdot s} - \hat{d}_{i\cdot s})
\]

and

\[
\hat{d}_{ijk\cdot r} = x_{ijk\cdot r} e_{ijk}
\]

\[
\hat{e}_{ijk} = y_{ijk} - \sum_{r=1}^{4} b_r x_{ijk\cdot r}
\]

\[
\hat{d}_{ij\cdot r} = \frac{M_{ij}}{\sum_{k=1}^{M_{ij}} \hat{d}_{ijk\cdot r}}
\]

\[
\hat{d}_{i\cdot s} = \frac{1}{2} \sum_{j=1}^{2} \hat{d}_{ij\cdot r}
\]

\( i=1, 2, \ldots, L; \ j=1, 2, \ldots; \ k=1, 2, \ldots; \ M_{ij}; \ r,s=1, 2, \ldots, 4. \)

Also of interest is the "t-statistics"

\[
t(b_r) = \frac{b_r - B_r}{s(b_r)} , \quad r=1, 2, \ldots, 4 ,
\]

where \( s(b_r) \) is the square root of the \( r^\text{th} \) diagonal element of the 4x4 matrix \( \hat{V} \).

For the errors-in-variables model, age and education were observed subject to response error. Response variances, for Age-43,
\((\text{Age}=43)^2-70 \) and \(\text{Education}=12\), were assumed to be 0.3, 91.0 and 3.0 respectively. It was assumed that the response errors in the three variables were uncorrelated and that the response error of variance was uncorrelated with that of age and education.

The population parameter for the errors-in-variables is

\[
B(e) = \Omega^{-1}_N(e) H_N(e)
\]

where the \(rs^{th}\) element of the 4x4 matrix is

\[
\Omega_{Nrs}(e) = \sum_{i=1}^{L} \sum_{j=1}^{N_i} \sum_{k=1}^{M_{ij}} (X_{ijkl} X_{ijkl} - \sigma_{u u})
\]

the \(s^{th}\) element of \(H_N(e)\) is

\[
h_{Ns}(e) = \sum_{i=1}^{L} \sum_{j=1}^{N_i} \sum_{k=1}^{M_{ij}} X_{ijkl} Y_{ijk},
\]

and \(\sigma_{u u}\) is the \(rs^{th}\) element of the 4x4 matrix \(\Omega_{uu}\). In our case,

\[
\Omega_{uu} = \begin{bmatrix}
0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.3 & 0.0 & 0.0 \\
0.0 & 0.0 & 91.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 3.0
\end{bmatrix}.
\]

For each selected sample, the sample regression vector for the errors-in-variables is
\[ b(e) = Q_n^{-1}(e) H_n(e) \]

where the \( rs^{th} \) element of the (4x4) matrix \( Q_n(e) \) is

\[ q_{nrs}(e) = \sum_{i=1}^{L} \sum_{j=1}^{2} \sum_{k=1}^{M_{ij}} (x_{ijkr} x_{ijks} - \sigma_{u_r u_s}) \]

and the \( s^{th} \) element of the (p\times1) vector \( H_n(e) \) is

\[ h_{ns}(e) = \sum_{i=1}^{L} \sum_{j=1}^{2} \sum_{k=1}^{n_{ij}} x_{ijkr} y_{ijk} \]

A consistent estimator for the variance-covariance matrix of \( b(e) \) is given by

\[ \hat{V}(e) = Q_n^{-1}(e) \hat{G}_n(e) Q_n^{-1}(e) \]

where the \( rs^{th} \) element of \( \hat{G}_n(e) \) is

\[ \hat{g}_{nrs}(e) = 2 \sum_{i=1}^{L} \sum_{j=1}^{2} (\hat{d}_{ij \cdot r} - \hat{d}_{i \cdot \cdot s})(\hat{d}_{ij \cdot s} - \hat{d}_{i \cdot \cdot r}) \]

\[ \hat{d}_{ijkr} = x_{ijkr} \hat{e}_{ijk} \]

\[ \hat{e}_{ijk} = y_{ijk} - \sum_{r=1}^{P} b_r(e) x_{ijkr} \]
The statistic of interest is the "t-statistics"

\[ t(b_{r}(e)) = \frac{b_{r}(e) - B_{r}(e)}{s(b_{r}(e))}, \quad r=1, 2, \ldots, 4 \]

where \( s(b_{r}(e)) \) is the square root of the \( r^{th} \) diagonal element of \( \hat{V}_e \).

The data obtained in the 200 samples for each sample design was used for both regression procedures. We present the results of our two experiments in several tables. Table 10 gives for each experiment the mean and variance for the regression coefficients. We observe that the standard errors in design I are approximately \( \sqrt{2} \) times the standard errors of the corresponding coefficient in design II. This is to be expected, since the number of primary sampling units in the 12 strata design is twice the number in the 6 strata design. From Table 11, considering the ratio of the estimated bias of 200 sample regression estimates to the estimated standard error of their mean to be distributed as Student's t with 199 d.f., we conclude that the bias is reduced as the sample size increases.
Additional information concerning the frequency distributions of the estimates computed in our Monte-Carlo study is given in Tables 12 and 13 which contains the observed percentiles of the calculated t's. Examination of Tables 12 and 13 reveals that the distribution for \( t(b) \) and \( t(b(e)) \) agrees more closely with the theoretical t distribution near the median than in the tails. Comparisons of the 1%, 5%, 95% and 99% points for the t statistics in Tables 12 and 13 reveal the effects of increased sample size. For instance, in Table 12 the 5% and 95% points for \( t(b_e(4)) \) are \(-2.321\) and \(2.579\) which are considerably higher than the corresponding points for the t distribution with 6 degrees of freedom, \( \pm 1.943 \). For these same statistics, the 5% and 95% points in Table 12 are \(-1.641\) and \(2.076\) as compared to \( \pm 1.782 \), the corresponding points for the t distribution with 12 degrees of freedom. These observations suggest that we have underestimated the variances of the sample regression coefficients estimates in small samples, though not by much.

Comparing the results for O.L.S. regression coefficients in Table 14, it is evident that Frankel's calculated t's for these coefficients are closer to the theoretical t distribution than the ones obtained in our study. One explanation for this is that only urban males between the ages 28-58 were selected for our study. This resulted in decreasing the average number of elements in the sample for designs I and II from 170.3 and 339.5 (as used for Frankel's study) to 61.5 and 124.5 (as used for our study) respectively.
### Table 10. Means of 200 regression sample vectors

<table>
<thead>
<tr>
<th>Number of strata in experiment</th>
<th>Regression coefficients</th>
<th>Least-squares model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b₁</td>
<td>b₂</td>
</tr>
<tr>
<td>Population value</td>
<td>8.9289</td>
<td>0.0029</td>
</tr>
<tr>
<td>Means of 200 samples</td>
<td>8.9115</td>
<td>0.0027</td>
</tr>
<tr>
<td>Estimated standard deviation of estimates</td>
<td>0.1136</td>
<td>0.0112</td>
</tr>
<tr>
<td>Estimated standard error of mean</td>
<td>0.0080</td>
<td>0.0008</td>
</tr>
<tr>
<td>Population value</td>
<td>8.9289</td>
<td>0.0029</td>
</tr>
<tr>
<td>Mean of 200 samples</td>
<td>8.9254</td>
<td>0.0039</td>
</tr>
<tr>
<td>Estimated standard deviation of estimates</td>
<td>0.0724</td>
<td>0.0075</td>
</tr>
<tr>
<td>Estimated standard error of mean</td>
<td>0.0051</td>
<td>0.0005</td>
</tr>
</tbody>
</table>
## Errors-in-variables model

<table>
<thead>
<tr>
<th>$b_1(e)$</th>
<th>$b_2(e)$</th>
<th>$b_3(e)$</th>
<th>$b_4(e)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.9405</td>
<td>0.0053</td>
<td>-0.0006</td>
<td>0.1194</td>
</tr>
<tr>
<td>8.9207</td>
<td>0.0055</td>
<td>-0.0008</td>
<td>0.1213</td>
</tr>
<tr>
<td>0.1082</td>
<td>0.0116</td>
<td>0.0015</td>
<td>0.0477</td>
</tr>
<tr>
<td>0.0076</td>
<td>0.0008</td>
<td>0.0001</td>
<td>0.0034</td>
</tr>
<tr>
<td>8.9405</td>
<td>0.0053</td>
<td>-0.0006</td>
<td>0.1194</td>
</tr>
<tr>
<td>8.9344</td>
<td>0.0068</td>
<td>-0.0006</td>
<td>0.1225</td>
</tr>
<tr>
<td>0.0712</td>
<td>0.0078</td>
<td>0.0009</td>
<td>0.0332</td>
</tr>
<tr>
<td>0.0050</td>
<td>0.0005</td>
<td>0.0001</td>
<td>0.0023</td>
</tr>
</tbody>
</table>
Table 11. Estimated bias of regression estimates for 200 replicates

<table>
<thead>
<tr>
<th>Number of strata in experiment</th>
<th>Least-squares model</th>
<th>Errors-in-variables model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>\textit{b}_1 \quad \textit{b}_2 \quad \textit{b}_3 \quad \textit{b}_4</td>
<td>\textit{b}<em>{1(e)} \quad \textit{b}</em>{2(e)} \quad \textit{b}<em>{3(e)} \quad \textit{b}</em>{4(e)}</td>
</tr>
<tr>
<td>6</td>
<td>-0.0174* \quad -0.0002 \quad -0.0002* \quad -0.0034</td>
<td>-0.0198* \quad 0.0002 \quad 0.0002 \quad 0.0019</td>
</tr>
<tr>
<td>12</td>
<td>-0.0035 \quad 0.0010 \quad 0.0001 \quad -0.0004</td>
<td>-0.0061 \quad -0.0015* \quad 0.0000 \quad -0.0031</td>
</tr>
</tbody>
</table>

*Significant at the 5% level.
Table 12. Comparison of observed percentiles of the calculated t's with the theoretical percentiles for the t distribution with 6 degrees of freedom

<table>
<thead>
<tr>
<th>Probability in percent</th>
<th>Theoretical percentile for student's t</th>
<th>Observed percentile for t(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$b_1$</td>
</tr>
<tr>
<td>1</td>
<td>-3.143</td>
<td>-4.841</td>
</tr>
<tr>
<td>5</td>
<td>-1.943</td>
<td>-2.616</td>
</tr>
<tr>
<td>10</td>
<td>-1.440</td>
<td>-1.855</td>
</tr>
<tr>
<td>20</td>
<td>-0.906</td>
<td>-1.070</td>
</tr>
<tr>
<td>30</td>
<td>-0.553</td>
<td>-0.695</td>
</tr>
<tr>
<td>40</td>
<td>-0.265</td>
<td>-0.392</td>
</tr>
<tr>
<td>50</td>
<td>0.0000</td>
<td>-0.057</td>
</tr>
<tr>
<td>60</td>
<td>0.265</td>
<td>0.221</td>
</tr>
<tr>
<td>70</td>
<td>0.553</td>
<td>0.630</td>
</tr>
<tr>
<td>80</td>
<td>0.906</td>
<td>1.236</td>
</tr>
<tr>
<td>90</td>
<td>1.440</td>
<td>1.828</td>
</tr>
<tr>
<td>95</td>
<td>1.943</td>
<td>2.567</td>
</tr>
</tbody>
</table>
Observed percentile for $t(b(e))$

<table>
<thead>
<tr>
<th>$b_1(e)$</th>
<th>$b_2(e)$</th>
<th>$b_3(e)$</th>
<th>$b_4(e)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.720</td>
<td>-3.316</td>
<td>-3.329</td>
<td>-5.545</td>
</tr>
<tr>
<td>-1.667</td>
<td>-1.547</td>
<td>-1.615</td>
<td>-1.811</td>
</tr>
<tr>
<td>-0.973</td>
<td>-0.908</td>
<td>-1.110</td>
<td>-1.082</td>
</tr>
<tr>
<td>-0.623</td>
<td>-0.515</td>
<td>-0.825</td>
<td>-0.637</td>
</tr>
<tr>
<td>-0.328</td>
<td>-0.263</td>
<td>-0.535</td>
<td>-0.395</td>
</tr>
<tr>
<td>-0.053</td>
<td>0.016</td>
<td>-0.202</td>
<td>-0.102</td>
</tr>
<tr>
<td>0.212</td>
<td>0.262</td>
<td>0.126</td>
<td>0.213</td>
</tr>
<tr>
<td>0.428</td>
<td>0.677</td>
<td>0.459</td>
<td>0.551</td>
</tr>
<tr>
<td>1.104</td>
<td>0.932</td>
<td>0.826</td>
<td>0.845</td>
</tr>
<tr>
<td>1.774</td>
<td>1.564</td>
<td>1.799</td>
<td>1.450</td>
</tr>
<tr>
<td>2.849</td>
<td>2.142</td>
<td>2.573</td>
<td>1.666</td>
</tr>
<tr>
<td>5.022</td>
<td>3.852</td>
<td>4.890</td>
<td>3.351</td>
</tr>
</tbody>
</table>
Table 13. Comparison of observed percentiles of the calculated t's with the theoretical percentiles for the t distribution with 12 degrees of freedom

<table>
<thead>
<tr>
<th>Probability in percent</th>
<th>Theoretical percentile for student's t</th>
<th>b1</th>
<th>b2</th>
<th>b3</th>
<th>b4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2.681</td>
<td>-2.442</td>
<td>-3.167</td>
<td>-2.545</td>
<td>-3.278</td>
</tr>
<tr>
<td>5</td>
<td>-1.782</td>
<td>-1.777</td>
<td>-1.813</td>
<td>-1.536</td>
<td>-2.306</td>
</tr>
<tr>
<td>10</td>
<td>-1.356</td>
<td>-1.364</td>
<td>-1.294</td>
<td>-1.316</td>
<td>-1.440</td>
</tr>
<tr>
<td>20</td>
<td>-0.873</td>
<td>-0.975</td>
<td>-0.666</td>
<td>-1.004</td>
<td>-0.961</td>
</tr>
<tr>
<td>30</td>
<td>-0.539</td>
<td>-0.554</td>
<td>-0.364</td>
<td>-0.623</td>
<td>-0.451</td>
</tr>
<tr>
<td>40</td>
<td>-0.253</td>
<td>-0.195</td>
<td>-0.124</td>
<td>-0.301</td>
<td>-0.145</td>
</tr>
<tr>
<td>50</td>
<td>0.000</td>
<td>0.076</td>
<td>0.138</td>
<td>0.032</td>
<td>0.056</td>
</tr>
<tr>
<td>60</td>
<td>0.253</td>
<td>0.277</td>
<td>0.492</td>
<td>0.378</td>
<td>0.306</td>
</tr>
<tr>
<td>70</td>
<td>0.539</td>
<td>0.640</td>
<td>0.756</td>
<td>0.666</td>
<td>0.694</td>
</tr>
<tr>
<td>80</td>
<td>0.873</td>
<td>0.981</td>
<td>1.141</td>
<td>1.043</td>
<td>0.987</td>
</tr>
<tr>
<td>90</td>
<td>1.356</td>
<td>1.543</td>
<td>1.709</td>
<td>1.644</td>
<td>1.538</td>
</tr>
<tr>
<td>95</td>
<td>1.782</td>
<td>1.976</td>
<td>2.016</td>
<td>1.951</td>
<td>2.028</td>
</tr>
<tr>
<td>99</td>
<td>2.681</td>
<td>2.860</td>
<td>2.786</td>
<td>3.300</td>
<td>2.944</td>
</tr>
<tr>
<td>(b_1(e))</td>
<td>(b_2(e))</td>
<td>(b_3(e))</td>
<td>(b_4(e))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2.694</td>
<td>-2.679</td>
<td>-2.526</td>
<td>-3.222</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.822</td>
<td>-1.659</td>
<td>-1.641</td>
<td>-1.659</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.258</td>
<td>-1.273</td>
<td>-1.308</td>
<td>-1.236</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.842</td>
<td>-0.693</td>
<td>-0.863</td>
<td>-0.796</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.511</td>
<td>-0.407</td>
<td>-0.542</td>
<td>-0.309</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.298</td>
<td>-0.090</td>
<td>-0.161</td>
<td>-0.036</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.024</td>
<td>0.326</td>
<td>0.122</td>
<td>0.195</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.266</td>
<td>0.554</td>
<td>0.412</td>
<td>0.379</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.504</td>
<td>0.784</td>
<td>0.653</td>
<td>0.636</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.938</td>
<td>1.114</td>
<td>0.963</td>
<td>0.930</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.566</td>
<td>1.735</td>
<td>1.516</td>
<td>1.345</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.848</td>
<td>2.112</td>
<td>2.076</td>
<td>1.757</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.824</td>
<td>3.057</td>
<td>3.284</td>
<td>2.428</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 14. Comparison of observed proportion for calculated $t(b)$ within stated limits to the theoretical proportion for the $t$ distribution

<table>
<thead>
<tr>
<th>Number of strata in experiment</th>
<th>Intervals</th>
<th>Theoretical proportion</th>
<th>Observed proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Frankel's study</td>
</tr>
<tr>
<td>6</td>
<td>± 2.576</td>
<td>0.9580</td>
<td>0.9421</td>
</tr>
<tr>
<td>6</td>
<td>± 1.960</td>
<td>0.9023</td>
<td>0.8733</td>
</tr>
<tr>
<td>6</td>
<td>± 1.645</td>
<td>0.8489</td>
<td>0.8146</td>
</tr>
<tr>
<td>6</td>
<td>± 1.282</td>
<td>0.7529</td>
<td>0.7167</td>
</tr>
<tr>
<td>6</td>
<td>± 1.000</td>
<td>0.6441</td>
<td>0.6029</td>
</tr>
<tr>
<td>12</td>
<td>± 2.576</td>
<td>0.9757</td>
<td>0.9662</td>
</tr>
<tr>
<td>12</td>
<td>± 1.960</td>
<td>0.9264</td>
<td>0.9121</td>
</tr>
<tr>
<td>12</td>
<td>± 1.645</td>
<td>0.8741</td>
<td>0.8496</td>
</tr>
<tr>
<td>12</td>
<td>± 1.282</td>
<td>0.7760</td>
<td>0.7437</td>
</tr>
<tr>
<td>12</td>
<td>± 1.000</td>
<td>0.6630</td>
<td>0.6217</td>
</tr>
</tbody>
</table>
In summary, the results of this investigation indicate the sample estimates of the multiple regression coefficients have small biases, and the distribution of the t statistics computed for both the O.L.S. and errors-in-variables procedures are well approximated by the theoretical t distribution. In addition, the agreement improves as the number of strata used in the design increase. Our research would have benefitted from even larger numbers of samples. However, calculations required for each sample on a limited budget restricted our study.
VI. SUMMARY

The estimation of regression equations for samples selected from a finite population was investigated. Madow [1948], Erdős-Rényi [1959] and Hájek [1960] have studied the limiting distribution of a properly normalized mean, of a simple random sample selected without replacement from a finite population. Madow's Condition W is a condition on all the moments of the elements of the finite population. Erdős-Rényi's condition may be regarded as a pseudo-Lindeberg condition on the elements of the population. Madow's Condition W was proven to be a stronger condition than Erdős-Rényi's conditions. A more elegant proof is introduced by Hájek using Poisson sampling. By proving the asymptotic equivalence of simple random sampling and Poisson sampling, Hájek obtained the asymptotic normality directly from the Lindeberg Central Limit Theorem. In the three approaches considered, a sequence of finite populations and a corresponding sequence of samples is specified.

Hájek's theorem was extended to the multivariate case as preparation for the study of the asymptotic behavior of regression estimators. A theorem analogous to that of Hájek was obtained for estimated regression coefficients. A sequence of finite populations $\phi_1, \phi_2, \ldots, \phi_i, \ldots$ with the $i^{th}$ vector element of $\phi_i$ given by $(Y_{i1}, Y_{i2}, \ldots, Y_{i,i,p+1})$ is considered. Given that $\phi_i$ is of size $N_x$, a simple random nonreplacement sample of size $n_x$ is drawn. The normalized vector
where

\[ Z_{r i j} = \frac{Y_{rij} - \bar{Y}_{N_j}}{s_{Yrij}}, \quad j = 1, 2, \ldots, p+1; \]
\[ i = 1, 2, \ldots, N_r \]

was introduced. The dependent variable \( Z_{r i, p+1} \) was regressed on \( (Z_{r i 1, z_{r i 2}}, \ldots, Z_{r i p}) \), \( i = 1, 2, \ldots, N_r \) to give the population regression vector \( B_r \). For the sample, the normalized vector is

\[ z_{r i} = (z_{r i 1}, z_{r i 2}, \ldots, z_{r i, p+1}) \]

where

\[ z_{r i j} = \frac{Y_{rij} - \bar{Y}_{N_j}}{s_{Yrij}}. \]

The sample regression vector, \( b_r \), is obtained by regressing \( z_{r, i, p+1} \) on \( (z_{r i 1, z_{r i 2}}, \ldots, z_{r i p}) \). Given Hájek-type conditions on the elements \( (Y_{r i 1}, Y_{r i 2}, \ldots, Y_{r, i, p+1}) \) and existence of \( 2+2\delta \) moments of \( Z_{r i j}, j = 1, 2, \ldots, p+1, \) it was proven that the distribution of the properly normalized difference \( b_r - B_r \), tended to a multivariate normal.

The limiting distribution of the regression coefficients were also obtained under the assumption that a sequence of finite
populations \( \phi_1, \phi_2, \ldots, \phi_r, \ldots \) of size \( N_1, N_2, \ldots, N_r, \ldots \),
where \( N_r < N_{r+1} \) was created as a sequence random samples from
an infinite multivariate population. It was assumed that the vector
elements \( (y, x_1, x_2, \ldots, x_p) \) of this infinite population had
mean \( (\mu_y, \mu_{x_1}, \ldots, \mu_{x_p}) \) and nonsingular covariance matrix

\[
\Sigma = \begin{pmatrix}
\sigma_{yy} & \Sigma_{xy} \\
\Sigma_{yx} & \Sigma_{xx}
\end{pmatrix}.
\]

The infinite population regression vector was defined as

\[
\beta = \Sigma_{xx}^{-1} \Sigma_{xy}.
\]

Letting \( (y_{ri}, x_{ri}) \) \( i=1, 2, \ldots, N_r \) where \( x_{ri} = (x_{ri1}, x_{ri2}, \ldots, x_{rip}) \) be the \( i \)th vector in the \( r \)th population, we defined the \( r \)th
finite population vector as

\[
B_r = (\sum_{i=1}^{N_r} x_{ri} x_{ri}^t)^{-1} (\sum_{i=1}^{N_r} x_{ri} y_{ri})
\]

and the associated \( r \)th sample regression vector as

\[
b_r = (\sum_{i=1}^{n_r} x_{ri} x_{ri}^t)^{-1} (\sum_{i=1}^{n_r} x_{ri} y_{ri})
\]

where \( n_r \) denotes the size of the simple random sample selected.
without replacement from the finite population. It was shown that
the distribution of \( n_r^{\frac{1}{2}} (b_r - B_r) \) tended to a multivariate normal dis-
tribution with mean zero and covariance matrix \((1-f) \theta^{-1} \Theta^{-1}\) where,
\[
\theta = \mathbb{E}\{(x,e)(x,e)\} \\
e = y - x_\beta \\
x_* = (x_1, x_2, \ldots, x_p) \\
f = \lim_{r \to \infty} \frac{n_r}{N_r}.
\]
A consistent estimator for the variance of \( n_r^{\frac{1}{2}} (b_r - B_r) \) was also
constructed.

The errors-in-variables cluster model based on the exact
mathematical relationships

\[
y_{it} = x_{it} \beta_{1}, \quad i=1, 2, \ldots, k; \quad t=1, 2, \ldots, n_i
\]

where the \( y_{it} \) are scalars, the \( x_{it} \) are (1xp) vectors for the \( t^{\text{th}} \)
 element in the \( i^{\text{th}} \) cluster and \( \beta_{1} \) is a px1 vector was investigated.
The \( y_{t} \) and the elements of \( x_{it} \) cannot be observed directly, but
only with error. This is a cluster model since clusters are first
selected and secondary units are then selected. It was assumed
that the error associated with \( y_{it} \) could be decomposed into a
within cluster component and a between cluster component. The error
associated with \( x_{it} \) was assumed to be normally and independently
distributed as a multivariate normal with mean zero and covariance
matrix \( \Phi_{uu} \). The \( X_{it} \) and \( Y_{it} \) were transformed using a Helmert type
transformation \((\Gamma)\) to \(F_{it}\) and \(G_{it}\). This transformation enabled us to define an estimator of \(\beta_1\) by

\[
\tilde{\beta}_1 = (F'F - n^*\hat{\Sigma}_{uu})^{-1} F'G
\]

where \(F = \Gamma'X\) and \(G = \Gamma'Y\). The estimator, \(\tilde{\beta}_1\), is consistent and the limiting distribution of \(n^{1/2}(\tilde{\beta}_1 - \beta_1)\) is normal with mean zero and covariance matrix,

\[
\text{M}_{xx}^{-1} \sigma^2 + \text{M}_{xx}^{-1} \left[ \sigma^2 \hat{\Sigma}_{uu} + (1-c_*) \hat{\Sigma}_{uv} \hat{\Sigma}_{vu} \right] \text{M}_{xx}^{-1}
\]

Where

\[
\text{M}_{xx} = \lim_{n^* \to \infty} \frac{f'f}{n^*}
\]

\[
\sigma^2 = E (s_{it} - u_{it} \beta_1)^2
\]

\[
c_* = \lim_{k \to \infty} \frac{\sum_{i=1}^{k} \frac{n_i \sigma_i^2 \sigma_w^2}{(\sigma_i^2 + n_i \sigma_w^2)^2}}{\sum_{i=1}^{k} \frac{n_i \sigma_i^2 \sigma_w^2}{(\sigma_i^2 + n_i \sigma_w^2)^2}}
\]

Under the relaxed assumption that the errors associated with \(x_{it}\), \(y_{it}\), possess finite uniformly bounded \(4+6\) moments, \(\delta > 0\), a consistent estimator of the covariance matrix of \(n^{1/2}(\tilde{\beta}_1 - \beta_1)\) was constructed.

Also considered, was an errors-in-variables model wherein the ratio of the response variance to the total variance was known. The model is given by
where $x_t$ is a $p$-dimensional vector, $Y_t$ and $X_t$ are observed and the random variables $(\varepsilon_t, u_t)$ denote errors of measurements. It was assumed that the errors $(\varepsilon_t, u_t)$ were mutually independent; that $E(\varepsilon_t) = 0$ and $E(u_t) = 0$; and that

$$E \begin{pmatrix} \varepsilon_t \\ u_t \\ u_t \end{pmatrix} = \begin{pmatrix} \sigma^2 & 0 \\ 0 & D_{uu} \end{pmatrix}.$$

It was also assumed that $x_t \sim \text{NID}(0, D_{xx})$ independently of $\varepsilon_t$ and $u_t$. The ratio $\lambda_t$,

$$\lambda_t = \frac{\sigma^2_{u_t}}{\sigma^2_{x_t}} \quad t=1, 2, \ldots, p$$

was assumed known. An estimator of $\beta$ is given by

$$\hat{\beta} = (\hat{M}_{xx} - \Lambda\hat{D}_{xx})^{-1}\hat{M}_{xy}$$
where

\[
\hat{M}_{XX} = \frac{1}{n} \sum_{t=1}^{n} x'_t x_t.
\]

\[
\hat{M}_{XY} = \frac{1}{n} \sum_{t=1}^{n} x'_t y_t.
\]

\[
\hat{D}_{XX} = \text{diag} \hat{M}_{XX}
\]

\[
\Lambda = \text{diag} \left( \frac{\lambda_1}{1+\lambda_1}, \frac{\lambda_2}{1+\lambda_2}, \ldots, \frac{\lambda_p}{1+\lambda_p} \right).
\]

It was shown that \( n^{\frac{1}{2}} (\hat{\beta} - \beta) \) was asymptotically normal with zero mean and covariance matrix

\[
\Psi_{xx}^{-1} \Psi_{xx}^{-1}
\]

where

\[
\Psi = (\sigma_v^2 \Psi_{XX} + \Psi_{XV} \Psi_{VX}) - A
\]

and \( A \) is a \( p \times p \) matrix with elements

\[
a_{ii} = 2 \Lambda_i^2 \beta_i^2 \sigma_{x_i}^4 \quad i=1, 2, \ldots, p;
\]
\[
a_{ij} = - 2\sigma_{x_i x_j} (\Lambda_j \beta_j \sigma_{x_j}^2 + \Lambda_i \beta_i \sigma_{x_i}^2 + \Lambda_i \Lambda_j \beta_i \beta_j \sigma_{x_i x_j}) \quad i \neq j = 1, 2, \ldots, p;
\]
\[
\hat{\beta}_{Xv} = -D_{uu} \beta
\]
\[
\sigma_v^2 = E(v^2).
\]

Given that \((e_t; u_t)\) and \((y_t; x_t)\) had uniformly bounded \(4+\delta\) moments, an estimator of the covariance matrix of \(\hat{\beta}\) was constructed.

Finally, a Monte-Carlo study was conducted to study the small sample properties of the ordinary least squares regression estimator and an errors-in-variables regression estimator. The elements of the sample regression vectors were normalized by subtracting the corresponding elements of the population regression vector and dividing the difference by the estimated standard error. The distribution of the resulting statistics, termed "t-statistics", was investigated. It was determined that the distribution agreed with that of the Student's t. The regression vector was approximately unbiased in the Monte Carlo study.
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